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SOFTWARE PRODUCTIVITY

ABSTRACT

Systems development productivity tools, ranging from applications development

tools, software maintenance tools, and fourth/fifth generation languages to data base

management systems, have been and continue to be developed. The quality, variety,

and use of such tools have all increased over the past five years, but there is serious

doubt as to whether hardware/software performance has improved.

This is primarily due to two things: productivity is only being targeted at the

code/language/data base level rather than at the systems level, and little or no

attention is being paid to the quality and use of information, e.g., the emphasis is on

data production rates rather than whether the data is useful and/or used.

This report contains 157 pages, including 29 exhibits.
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I INTRODUCTION





I INTRODUCTION

r

A. OBJECTIVES, AUDIENCE, AND NEED

• It is currently popular to say that systems developers have "automated" many

business functions but have not applied computer technology in automating

the systems development process itself. This statement is wrong. The

systems development process is the most automated of any office function,

and an inordinate percentage of the total systems development effort (and

computer processing power) has gone into automating this process. The

important fact is that, despite our best efforts, productivity in computer

systems development remains a major problem. One of the primary objectives

of this study will be to define this problem.

• That means that we are going to take a systems approach in analyzing what is

needed to improve productivity in the applications development process.

Simply stated, the objective of this report is to define the requirements for

improving productivity among those employees whose primary responsibility is

the development of computer applications systems. While this can be simply

stated, it is complicated by a fact which all systems developers know-

requirements have a way of changing before the system (solution) can be

developed. Therefore, this report will concentrate on what is needed to

improve productivity in both the current and the anticipated hardware/soft-

ware systems environments.

- 1
-
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In addition, in the firm belief that it is innpossible to improve anything

(including productivity) unless you can measure it, an additional objective of

this study will be to define a comprehensive framework within which office

productivity (including that of those employees involved in the systems

development process) can be measured. By providing a framework for

performance measurement, evaluation of current tools, aids, and approaches

to productivity improvement will be possible and a foundation for cost justifi-

cation will be established.

This report is essentially a planning document and is directed specifically

toward the vice president of planning for companies engaged in the develop-

ment of productivity tools, aids, and approaches and the vice president of

information systems in user organizations. In addition, it should be of interest

to those actively engaged at the development level in both user and vendor

organizations.

The need for this report is manifest in the continued failure of past solutions

to solve the productivity problem and the seeming reluctance on the part of

many IS departments to employ the tools, aids, and approaches which are

currently available.

SCOPE AND USE

This report will address all aspects of the productivity problem and attempt to

put the contribution of tools and aids into proper perspective. It will use the

following INPUT systems categories for this purpose:

Productivity hierarchy.

Commitment to quality.

End-user involvement.

- 2 -
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Broadbased management.

High-quality personnel.

Tools/alds/methodologies.

Performance.

Hardware/software.

Human/machine dyad.

Work unit.

Institutional.

• The report will cover the obvious trends toward applications development

systems and integrated development environments. However, the emphasis

will be on projected requirements for developing distributed systems.

Essentially, this analysis concerns itself with the problems and opportunities

of an environment in which both development activities and the resulting

applications systems will be less centralized and integration, differentiation,

and mechanization will become increasingly important.

• Detailed functional analysis of existing tools and aids is beyond the scope of

this study. However, the emphasis on requirements will afford an ample

opportunity for generic evaluation of such products. General forecasts will be

made and qualified with assumptions.

• For vendors, this study can serve as an effective guide for product develop-

ment and enhancement and should also provide useful information for the

marketing (cost justification) of existing and planned products.
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• For computer/communications users, it can be used as a fairly comprehensive

guide for developing a plan for productivity improvement.

C. METHODOLOGY

• INPUT'S extensive research activities in productivity improvement has

provided us with a data base against which deviations can be identified quite

readily. Thirty telephone interviews were conducted to verify our existing

data base which is based on approximately 2,000 productivity interviews

conducted over the years.

• Five comprehensive case studies were also conducted. Three of these

involved on-site interviews with organizations which were also used as case

studies this year for the INPUT reports on operating systems and depart-

mental software. The other two placed emphasis on two important aspects of

productivity improvement—the continuing problem of maintenance and the

use of advanced applications development systems.

• Fifteen interviews were conducted by the project leader. These interviews

fall into the following categories:

Senior IS management who are on the leading edge in five specific

industries (transportation, education, insurance, banking, and manufac-

turing) were interviewed concerning their productivity improvement

plans and as a means of verifying INPUT'S conclusions on productivity.

These latest interviews represent a continuing dialog on productivity

improvement with these executives which extend back over five years.

Five recognized leaders in fields significant to software productivity

improvement were interviewed. These "experts" were interviewed on

the following topics: DBMS (including associated languages), applica-
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tions generators, artificial intelligence, IBM's activities in productivity

improvement, and operations research (with special emphasis on

queuing networks).

Senior management of five companies on the leading edge in the

development of applications development systems (ADS) were inter-

viewed concerning their products and future directions in productivity.

• In addition, less structured interviews were conducted with approximately 20

individuals who have contributed substantially to past INPUT research efforts

in the area of productivity improvement in the software development process.

• It is INPUT'S opinion that any research in complex areas such as productivity

improvement must be supported by extensive secondary research, and because

of our interest in this area, such research is conducted on a continuing basis.

The result has been a substantial research base on this particular subject.

D. RELATED INPUT REPORTS

• The following INPUT reports have served as the foundation for this current

study and will provide substantially more support for some of the conclusions

which are reached in this report:

Systems and Software Productivity, I 980.

Software Development Productivity, 1982.

Impact of Office Systems on Productivity, 1983.

Relational Data Base Developments, I 983.
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Market Impacts of IBM Software Strategies, I 984.

Market Impact of New Software Productivity Techniques, i 984.

New Opportunities for Software Productivity improvement, I 984.

Artificial Intelligence and Expert Systems, 1985.

Market Analysis: Data Base Management Systems, 1985.

Market Analysis; Fourth Generation Languages, I 985.

Market Analysis: Applications Development Tools, 1985.

- 6 -
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II EXECUTIVE SUMMARY





EXECUTIVE SUMMARY

This executive summary is designed in a presentation format in order to:

Help the busy reader quicl<ly review key research findings.

Provide an executive presentation and script that facilitates group

communications.

The key points of this report are summarized in Exhibits Il-I through II-7. On

the left-hand page facing each exhibit is a script explaining the exhibit's

contents.

- 7 -
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A. SOFTWARE PRODUCTIVITY - UPS, DOWNS, AND QUESTIONS

• The quality, variety, and use of software productivity tools, aids, and

methodologies have gone up dramatically over the last five years.

• Unfortunately, the variety of tools and the competitive environment have

created substantial confusion in the marketplace. This, in turn, has resulted

in misuse of some of the tools.

• INPUT has emphasized that productivity improvement must be measured at

four performance levels. The impact perceived by the users of productivity

tools at these levels is as follows:

Hardware/software performance has gone down.

Performance at the human/machine dyad has gone up (although some

users are even questioning whether this is true).

The increased paper produced by office automation has raised serious

questions concerning whether productivity has been improved in the

office.

Failure to achieve promised results is causing executive management

to question overall impact of computer/communications networks on

institutional performance.

• The questions concerning productivity improvement has caused severe impact

in the market for applications development tools, and INPUT has revised its

previous market forecasts for ADTs downward by approximately 40%.

-8-
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EXHIBIT 11-1

INPUT

SOFTWARE PRODUCTIVITY -

UPS, DOWNS, AND QUESTIONS

^ Quality & Variety of Productivity Tools

^ Use of Productivity Tools

^ Misuse of Productivity Tools

^ Confusion

^ Market Forecasts

MSS4JW
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B. INPUT'S ANSWER -
1 , 2, 3, 4, AND THEN 5

• All of INPUT'S past research in productivity improvement indicates that even

the best tools are not effective unless a productivity plan has been devel-

oped. The priorities within this plan are quite clear:

First, there must be a commitment to develop quality systems which

address all of the performance levels—hardware/software,

human/machine dyad, work unit, and institutional.

End users must be involved in the development process in order to

determine requirements and to approve specifications.

The management of both priorities and of the development process

itself must be broadbased and include IS, user, and executive

management.

Effective personnel must be assigned to development projects based on

their particular qualifications for particular projects.

When all of the other parts of the productivity plan are in place, the

right tools for particular projects can be selected. This implies that in

most cases different tools may be necessary depending on requirements

of the particular project and project team.

• Unfortunately, most user organizations have not developed (or do not use) an

effective productivity improvement plan. The concentration has been on

productivity tools as a magic solution to productivity in the systems develop-

ment process. This has not worked well. And this study indicates that

backlogs are not being reduced and that there is little correlation between the

particular tools used and users' perceptions of their productivity.

- 10 -
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EXHIBIT 11-2

INPUT

INPUTS ANSWER

Productivity Improvement Plan

MSS4S -II-
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c STRATEGIC MARKET ANALYSIS AND APT FORECASTS

• INPUT has drastically adjusted its market forecasts for applications develop-

ment tools. The five-year forecast made in 1985 has been reduced by approx-

imately 40% (from $10.3 billion to $6.1 billion), and the forecast for 1991 is

"only" $7.4 billion. The two primary reasons for the decreased market size

were both anticipated by INPUT in the 1985 report Market Analysis: Applica-

tions Development Tools.

IBM, recognizing the importance of DBMS as a means of account

control, was determined to retain market share and establish DB2 as a

legitimate partner in its dual DBMS strategy. This was accomplished

by aggressive software pricing which will have a long-term impact on

the DBMS market.

The complex systems development environment created by attempts to

improve productivity through the use of personal computers, informa-

tion centers, and prototyping has caused some major reassessments to

be made on the fundamental structure of applications systems.

• The market for ADTs demonstrates a trilateral structure which consists of

IBM, the top 10 competitors, and literally hundreds of smaller vendors.

INPUT refers to the market which remains after IBM's share is subtracted as

the "effective" market. IBM is projected to be especially strong in the DBMS

market (60%) because of the importance of data base decisions in later

hardware selection. This leaves a 1991 effective marke t of $1.8 billion for

other vendors. FGLs are defined as fourth, fifth, and future languages and

include emerging expert systems within the forecast. The effective market is

69% of the total market, or $1.2 billion in 1991.

- 12 -
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EXHIBIT 11-3

INPUT"

STRATEGIC MARKET ANALYSIS AND
ADT FORECASTS, 1991

($ Billions)

Market Shares Effective Markets

MSS4Jd
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D. VENDOR PRODUCTIVITY PLAN

• Since vendors of ADTs are systenns developers, it is not surprising that INPUT

emphasizes the sanne approach to true productivity improvement for them as

it does for users.

• It is necessary to have a commitment to quality in developing tools which

permit users, in turn, to develop applications systems that address perform-

ance at all four levels. This means:

High (and predictable) hardware/software performance of generated

applications.

Careful attention to the specific needs of various levels of personnel

using both the ADTs and the resulting applications.

Provision for good communication within both development and user

work units.

Emphasis on the quality of information flow and knowledge identifica-

tion and provision for the necessary management tools to make use of

information and knowledge.

• End-user involvement is necessary to assure that the right tools are developed

to meet both the current and anticipated needs of users. The focus of this

report is on identifying end-user requirements. Broadbased management

means that ADT products are developed with direction from technical,

marketing, and service areas within the vendor organization. Effective

personnel means that the project teams developing ADT products have had

some experience in developing applications systems and in using the various

tools they are developing.

- 1^ -
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EXHIBIT 11-4

INPUT

VENDOR PRODUCTIVITY PLAN

• Commitment to Quality

• End-User Involvement

• Broadbased Management

• Effective Personnel

MSS4JW
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E. REQUIREMENTS OF THE OPERATING ENVIRONMENT

• This report concludes that not only has IBM adopted a nnultiple operating

systenn and DBMS environment, but with the announcement of the 9370 is

finally committed to adopting a three-tiered approach to distributed proces-

sing. This operating environment presents an immediate and pressing demand

for tools which will permit applications to be developed without regard for

changes in operating environment which may occur over their life cycle.

• These integrated applications development systems (IADS) go far beyond

applications generators as we have come to know them. They will of

necessity incorporate high-level languages which will permit both prototyping

and complex procedural descriptions. They will address all phases of the life

cycle in the sense that it will be possible for them to be the only development

and maintenance system for both the development and the information

center. Data modeling during development must be possible.

• Most importantly, there must be flexibility of target environments in terms of

languages, data models (and DBMSs), operating systems, and terminal access.

The generated systems must address quality at all four performance levels—

hardware/sof tware, human/machine dyad, work unit, and institutional—as

described earlier.

• Obviously, the biggest market will be for IADS which facilitate flexibility

within IBM's mainstream hardware/software environment. This environment

seems to be reasonably well established even if it is complex. While IBM's

support of the distribution of processing and data bases over the network

hierarchy will continue to evolve slowly, it will progress more rapidly than it

has over the past decade.

- 16-
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EXHIBIT 11-5

INPUT

REQUIREMENTS OF THE OPERATING
ENVIRONMENT

• IBM's Environmental Control

• Integrated Applications Development Systems

• Multiple Target Environments

- Languages

- DBMS

- Operating Systems

- Terminal Access

- 17 -
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F. REQUIREMENTS BY PERFORMANCE LEVELS

• At the hardware/software level, the new operating environnnent requires new

tools to facilitate network management, performance management, and

privacy and security. SNA's primary deficiency has been acknowledged to be

network management, and IBM has been less than enthusiastic about tools to

facilitate performance management and capacity planning. As a result, both

areas offer attractive opportunities for other vendors. The area of privacy

and security, which must receive increasing emphasis as data bases are

distributed, is expected to be used as a competitive weapon by IBM, and

activities in that area must be carefully monitored.

• At the human/machine dyad level, it is clear that the human must be viewed

as part of the network, a part which requires special consideration and tools.

While expert systems are currently restricted to extremely narrow domains

and progress will be excruciatingly slow, there is an immediate need for

systems which will "read," classify, index, and manage the flow of information

over the network for individual users. Progress requires understanding of the

differences between data, information, and knowledge and the development of

knowledge base management systems which will integrate all three.

• At the work unit, there are pressing requirements for systems to monitor

documents (both paper and electronic) and information flow (both text and

audio). In addition, it Is believed that optical memories will have substantially

more impact on the office environment than any technology to date. New

tools will be required to manage the conversion from paper to electronic

media.

• At the Institutional level, the quality rather than the quantity of

data/information/knowledge is the most important consideration.

- 18 -
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EXHIBIT 11-6

INPUT

REQUIREMENTS BY PERFORMANCE LEVEL

• Hardware/Software (Network Management,
Performance Management, Privacy & Security)

• Human/Machine Dyad (Expert Systems,
Knowledge-Base Management)

• Work Unit (Document Control, Information
Flow, Media Replacement, Paper-^EIectronic)

• Institutional (Data/Information/Knowledge,
Improved Modeling)

- 19-
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G. RECOMMENDED CHANGES OF DIRECTION

• The changing operating environnnent is confronting the developers of applica-

tions systems with some drastic changes in direction and thinking in order to

make effective use of computer/communications technology.

The emphasis of the IS department must shift from processing data in

computers to monitoring and directing the information flow within the

institution. Responsibililty does not end when the paper is produced or

the information is displayed. This means that productivity must be

measured by information quality rather than the ability to produce

more information rapidly.

In order to use information to competitive advantage, it is necessary to

recognize that information is ephemeral and only suitable for a

"reactive" mode of management. It is necessary to recognize that

knowledge is more long lasting, and in order to have any long-term

competitive advantage, it must be identified and exploited.

• The market for ADTs has been broken down into IBM, top-tier competitors,

and smaller vendors. INPUT believes that most innovation comes from the

smaller vendors (or, if well managed, from small groups within large organiza-

tions), and the top-tier vendors will be determined based on those companies

able to understand the complex environment which has been outlined, identify

and acquire the innovative tools which are necessary, and manage software

development companies as they grow beyond the $100 million level.

• This means that in order to be successful in the top tier, ADT vendors must

shift from being tool builders to becoming data/information/knowledge

architects and shift from being product vendors to being productivity

consultants.

-20-
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EXHIBIT 11-7

INPUT

RECOMMENDED CHANGES OF DIRECTION

• Data Processing Information Flow

• Information Quantity Information Quality

• Automation of Process Improvement of Process

• Information Emphasis Knowledge Emphasis

• Tool & Application Builders — D/l/K Architects

• Vendors & Systems Developers —Productivity Consultants

S4S

I
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Ill

A.

THE PROBLEM DEFINED

SUMMARY OF PAST INPUT FINDINGS

• Nearly 25 years ago IBM conducted a comprehensive survey of all its large-

scale computer users. At that time, there were approximately 500 large-

scale, commercial IBM computer installations in the U.S. Over 80% of those

installations responded to the survey and revealed the following:

In excess of 90% of all program libraries were written in Autocoder.

Approximately 85% of the respondents stated they would not convert

these production programs to a higher level language.

Over 95% of the respondents were using Autocoder and stated they

would continue to use it.

Less than 30% of all respondents were using COBOL, and slightly more

than 50% stated categorically that they would not use it.

While most respondents did not have any knowledge of COBOL, of the

ones who did, both speed and quality were rated "poor" twice as often

as they were "good."

-23-
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These same respondents overwhelmingly voted for "ease of use" as the

most important attribute of all languages (assemblers, algebraic,

English, and RPGs).

It was concluded that both programmers and organizations do not like

to change languages. All INPUT research confirms the natural

reluctance on the part of both organizations and individuals to change

either languages or the way systems are developed.

These Autocoder programmers were still handling card deci<s, suffering with

turnaround problems (overnight was considered good in most installations), and

having to deal directly with rather complex input/output control systems

(IOCS) while defining data files for each specific application. In addition,

many of the applications were being "computerized" for the first time. It was

a time of trial and error, and the infamous "spaghetti code" was the rule of

the day. Those developing systems in this manner reported they spent their

time as follows:

44% of their time was spent on requirements analysis and systems

design.

20.3% was spent on "coding" (programming).

19.1% was spent on testing and debugging.

16.6% was spent on documenting and installing the system.

In 1980, INPUT conducted one the most comprehensive studies of productivity

in the systems development process which has ever been made. One of the

clients for that study was a university which has pioneered in providing

productivity tools and in creating a highly productive environment for systems

development. (That institution is currently a case study location for INPUT

research.) Interactive computing for IBM mainframes was pioneered at this

-24-
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university, all systems developers had terminals at their desks, and many were

encouraged to have them at home also. Major operating systems enhance-

ments had been made to assure high response and provide features IBM is still

struggling with. A proprietary DBMS and associated higher level language had

been developed and established as a standard for applications development.

An extensive electronic mail system had been established throughout the

campus. The development group had excellent records on how development

projects broke down in terms of effort. The distribution of time was as

follows:

42.8% was spent on requirements analysis and systems design.

21.4% was spent on programming.

1 4.3% was spent on testing and debugging. ^

21.5% was spent on documenting and installing systems.

• We found these numbers to be surprisingly similar to those which were

reported by the general population nearly 20 years before. The similarity led

to considerable analysis and some conclusions which will be reported later.

However, since 1980 personal computers have come on the scene and estab-

lished new standards for ease of use, 4GLs and relational DBMSs have been

embraced, information centers have become accepted, and prototyping has

become commonly accepted by many companies. Tools, aids, and approaches

to improved productivity in the systems development process are being

announced on practically a daily basis. What has been the impact on how time

is spent in the systems development process? The time distribution reported

by respondents in the research for this study are presented in Exhibit lll-l.

Requirements analysis and systems design continue to account for over

40% of the systems development effort at 42.7%.

- 25 -
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EXHIBIT 111-1

TIME DISTRIBUTION - 1964/1980/1986
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Programming, where most of the tools and aids have been directed in

the past, has actually increased to 25.8%, up 27% from the 20.3% in

1963.

Testing and debugging, despite structured methodologies' assault on

"spaghetti code," still requires 18.4% of the development effort.

Documentation and installation have fallen to 13% of the development

effort, but the total effort from the time programming starts to instal-

lation remains slightly higher than it was in 1963 (58.3% as compared

to 56%).

While numerous explanations and rationalizations of this rather remarkable

similarity in time distribution can be made, the fact remains that there seems

to be something almost "God-given" about what is required when human beings

try to communicate what they want computers to do for them. The

"programming problem" has withstood "solutions" which have been the

products of some of the most fertile and creative human minds we have to

offer, and there is little reason to feel optimistic that the development

process will be automated in the foreseeable future.

In fact, all past INPUT analysis of the problem has led to the unmistakable

conclusion that the continuing efforts to automate the systems development

process have tended to obscure other more important factors which are

essential for improving productivity of systems personnel. This conclusion led

to the identification of what is referred to as the productivity pyramid (see

Exhibit III-2) which not only depicts the relative importance of the factors

contributing to improved productivity but also provides a means of identifying

the requirements for a truly productive environment.

The foundation of the productivity pyramid is an underlying commit-

ment to the quality of the system being developed. If we have learned

anything in the last 20 years, it is that "quick and dirty" systems

development costs more over the systems life cycle.

-27-
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EXHIBIT III-2

THE PRODUCTIVITY PYRAMID
1980
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It has also been learned that "commitment" is nice, but unless end users

are involved in the development process early and on a continuing

basis, it is impossible to develop a high-quality system.

Today's computer/communications systems cut across organizational

lines for development, use, data access, and operation, it is absolutely

essential to get general management of all affected organizations

involved in establishing priorities, monitoring schedules, and commit-

ment to the project. In other words, broadbased management implies

acknowledging and accepting responsibility for the success or failure of

the project.

The definition of effective personnel to implement the system will vary

depending on the specific application. It must be recognized that the

capabilities of systems personnel extend over a very wide range, a

range which far exceeds the potential impact of any tools and aids

which are employed in implementation (see Exhibit 111-3). These ranges

of observed individual performance should be understood because of

some of the later conclusions which are reached concerning the produc-

tivity problem. What these numbers say is this:

By using a simple measure such as the number of lines of code

produced, some individuals will produce five times as much

"work."

Given the task of removing defects from an existing application,

some programmers will take ten times as long as others.

The same application developed using the same tools by two

individuals may require as much as I I times the machine

resources to develop.
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EXHIBIT III-3

RANGES OF PROGRAMMING PERFORMANCE

Distribution

of Systems
Population F

Defeat
Renewal ^
10-1

Line of Code
5-1

Range of

Capability

30-1
Debugging

25-1

Coding

— 13-1
—

Execution Speed

— 11-1
—

B
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The continuing cost of running the application may be up to 13

tinnes as much.

The programmer's time to get the application running may

require one programmer up to 25 times as long as another.

Debugging of an application may require up to 30 times as long

for some individuals.

Actually, on the latter two categories some observers insist the

range is infinite since some individuals would never get certain

applications running. There is something to be said for this

point of view when considering the assignment of effective

personnel to projects.

Based on considerable experience with aptitude testing for

systems work, it has been reasonably well established that the

available supply of candidates for systems work follows a normal

distribution based on test scores. (The A through F scale is that

which was established for the Programmers Aptitude Test (PAT)

in the 1960s.)

In addition, training and experience seem to have only minimal

impact on individual performance within the broad ranges of the

categories which have been measured.

Therefore, tools and aids to improve productivity in the systems

development process are dependent on the lower levels of the produc-

tivity pyramid. Even given the bottom three levels as a solid founda-

tion, it is apparent that the quality of the personnel assigned to a given

project will determine not only the ultimate success of the project but

also must be considered in selecting the appropriate tools for use by

the development team. There is a vast difference between individuals
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who "think" in terms of card image records, relational tables, and four

dimensional arrays, and what is user-friendly to one person is going to

be either incomprehensible or of little use to another.

• Given the necessary priorities of the productivity pyramid, there still remain

no "cookbook" solutions to the continuing productivity problem. As Gopal

Kapur, an experienced observer and practitioner of productivity improvement,

has stated: "It is possible for two people to shop at the same store, buy the

same ingredients, use the same stove and utensils, and cook the same recipe,

but there is always going to be a big difference between a short order cook

and a world class chef." With that bit of wisdom, let's analyze the

productivity problem in more detail.

B. PROBLEMS VERSUS SOLUTIONS

• Fundamentally, the problem has remained the same—instructing computers

what to do is a detailed, tricky business which is highly error prone. This

means that developing computer applications has been a relatively slow

process. On the other hand, the power and promise of the hardware tech-

nology keeps increasing rapidly, and this results in increased expectations on

the part of end users. This has been especially frustrating for:

Vendors who want to install new hardware as rapidly as possible.

End users and executives who have been sold (by vendors and consult-

ants) on the wonders of computers only to find that it takes an

inordinate amount of time for their central DP, EDP, ADP, MIS, or IS

departments to get anything done for them. Then, when they do get

something done, it costs too much both for development and operation.
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Over time, the problem has become compounded by the fact that maintenance

(and even conversion) of existing systems takes priority over the development

of new systems. Estimates of maintenance costs over the systems life cycle

normally run at about 50-60%, and there are many who consider these

estimates to be low.

Languages (of all generations), DBMSs, operating systems, report generators,

interactive computing (timesharing), and now personal computers were all

supposed to eliminate the barriers to computer access and facilitate the

development of applications. However, the problem has not gone away;

except for the most trivial of applications, the problem of slow and costly

systems development is still with us. One of the primary reasons mentioned

for this state of affairs is that systems are becoming more complex.

SYSTEMS COMPLEXITY

One of the organizations which have been interviewed during the course of

INPUT'S research on software productivity is a major railroad which served as

a test site for early punch card equipment, making it literally IBM's first

customer. The vice president of MIS joined the railroad out of college over 25

years ago and has been with them ever since. During his tenure he has:

Developed compilers and helped install major IBM computer systems

without using any IBM software.

Assisted in the conversion effort necessary when his company became

one of the first all-COBOL shops in the world.

Participated in the Data Base Task Group within Guide before IBM had

any data base products. (The task group was prompted by GE's

development of Integrated Data Store.)
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Mandated "paperless" programming (by eliminating all card decks and

program listings) at a time when most companies were considering

whether programmers should have terminals.

Successfully installed an early IBM Mass Storage System (3850) for on-

line tracking of car movements.

Became something of a pioneer in distributed processing by installing

350 minicomputers for waybill preparation and distribution.

Integrated an operations research group into the MIS department to

address operating problems.

• When asked about the increased complexity of the systems, he stated that the

fundamental applications had remained essentially the same over the years.

The complexity came in the hardware/software systems environment which

had evolved over the years. He said he could not understand why it took so

long to get certain applications developed, but he did know that fair

comparisons could not be drawn between the freewheeling early days and the

structured environment he had helped to create. He made the following

specific points:

There were some applications which had essentially the same

government-required output which required more maintenance effort

per year than they had originally required to develop 25 years ago.

Given a relatively straightforward application of 25 years ago, with the

requirement to produce the same outputs and serve the same essential

functions, it would now require from two to five times the amount of

development effort. There are a number of factors which contribute to

this:
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The procedural aspects of project authorization, initiation, and

control add front-end expenses which must be considered.

The organization has more layers. Several levels of manage-

ment will be involved in any project of significance.

Depending on project size, it may require the use of a design

methodology which usually means an additional person will be

involved from the beginning.

There are specialists for analysis, design, and implementation,

and this means several people are involved and interacting;

there are no one-man projects.

Practically all projects must be integrated into the DBMS and

with other applications systems. ("As soon as you collect any

new data someone wants to use it, or you must arrange to obtain

some of it from another system.")

There is a tendency to make all systems interactive, that is

what end users expect and what systems developers like to work

on, so even systems which should be batch wind up on the

network. (A specialist in telecommunications systems may be

required.)

It appears that it is not so much a question of the applications

becoming more complex but the systems development environment

becoming more complicated. More people have become involved which

makes interpersonal and interorganizational communications more

difficult, and the choice may be made to make the systems more

complex and responsive than they need to be. The result is added cost"

for essentially the same information.
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• When the interviewee was informed that Business Week had stated his

company was using artificial intelligence, his response was that he guessed

they might be referring to a dispatching s/stem they had implemented.

Disavowing that he understood what people meant by artificial intelligence,

he simpiy stated: "As far as I'm concerned it is straight linear programming,

ond it is used primarily for training new dispatchers, but if they want to call it

artificial intelligence I guess that is O.K." The only problem is that pretty

soon someone will want to make the dispatching system a "real expert" system

and a LISP machine will be installed, and then all the scheduling systems on

the railroad will have to be integrated with the new dispatching system even

if it is not used to actually dispatch trains.

2. MATCHING PROBLEMS TO SOLUTIONS

«. A few years ago, during research on productivity, a vice president of the SAS

Institute was interviewed who maintained that there was not a productivity

problem. The only problem as he saw it was that we were all working on the

wrong problems. During the course of the interview, it became apparent that

what he meant was that we were spending an abnormal amount of the total IS

resource fitting problems to solutions rather than working on the problems

themselves. He specifically cited systems programmers (he was one) and "PC

jockeys" as being part of the problem rather than the solution. At first, this

seemed to be a rather contrary and contentious attitude, but the more we

thought about it the m.ore truth there seemed to be in the statement.

• If one totals up the time which has been spent converting applications to

different languages, operating systems, network architectures, methodologies,

data access methods, and DBMSs, it is really a wonder that the !S department

has been as responsive to end-user requests as it has. Perhaps it is true that

we have been working on the wrong problems by chasing the E{ldorado which is

always just over the horizon. There can be no question that an enormous

amount of resources has been expended to no practical effect except to keep

up with the latest hardware/software technology.
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C. SOLUTIONS VERSUS PROBLEMS

• While fitting problems to solutions may be considered working on the wrong

problems, the solutions themselves can be distracting enough without ever

thinking about the problems which are to be solved. At the time of the 1963

IBM survey, the language choices for IBM customers were relatively simple-

Assembly Language, Fortran (for scientific), or COBOL {for commercial). The

conclusion that programmers did not like to change languages was presented

to IBM management at the highest levels in the company. The result was that

IBM decided it would "simplify" the decisionmaking process by announcing one

language (PL/ 1) for its System/360 line of processors. This "solution" did not

solve anyone's problems. IBM got stuck with another language to develop and

maintain, and users had yet another choice to make.

• The situation in the last 20 years has only gotten more complicated. Fortran

and COBOL are still around, IBM still likes PL/I, Basic and Pascal are widely

used, C and Ada are upon us, LISP and Prolog have emerged from hibernation

in the universities, and the proliferation of FGLs (fourth, fifth, and future

generation languages) is practically unlimited.

• Now IBM also supports various operating systems, access methods, DBMSs,

teleprocessing monitors, and networking schemes--a virtual supermarket of

solutions. And down at the PC level, the choices are literally uniimsted,

• All systems software addresses problems of productivity by making computers

easier to use, but the choices for large users have increased enormously.

^
Standards which were painstakingly established years ago (operating systems,

languages, DBMS) are now threatened by the increasing number of products

which are becoming available. Productivity solutions have always changed

more rapidly than the underlying productivity problem, but selection of the

appropriate tools (or even direction) is becoming an increasing challenge for

computer users at all levels from PCs to 3090-400s.
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MATCHING SOLUTIONS TO PROBLEMS

Years ago, It was possible to bring in a simple report generator and have a

couple of people try it out. It ran against existing "files" and could be easily

tested. It was possible to get some feel for whether it would solve certain

pfoblems within the organization. Then if it was installed for general use and

attracted enough users, it might eventually be made a standard within the

installation.

Then, with the early 4GLs, it rapidly became apparent that a fundamental

change would have to take place in file organization in order to accommodate

inverted file structures. Then, it became necessary to make a decision to try

it on a project with the understanding that some investment and risk was

involved. The following is an early case study of a pilot project for a well

known 4GL over 10 years ago (before the term 4GL was used):

An enterprising analyst/programmer (more analyst than programmer)

brought in the 4GL on a trial basis to try it for his end user—the

personnel department.

He brought up some sample files and demonstrated the capability for

terminal inquiry and ad hoc reporting. This was demonstrated at the

highest levels within the company.

The test was deemed a success, and the necessary file conversion was

started, it was then discovered that the "system" made no provision

for updating the base personnel file; this would have to be done in

COBOL.

All of the necessary interfacing with other s/steiris had been ignored—

Did the personnel system drive the pa/roll system or did the payroll

system drive the personnel system? How secure was the terminal
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query system? What paper procedures were required to drive the

revised system?

Developing the type of personnel system the company really wanted

was far beyond the capability of either the analyst/programmer or the

4GL. In addition, the cost of developing the system was out of ail

proportion to the test of the 4GL.

The analyst/programmer picked up the glory and the IS department

picked up the pieces and enhanced its reputation for being unrespon-

sive. Many IS departments remember similar experiences, and it

dominates their reaction to this day.

Whether the lesson was learned with a 4GL or a home-grown query and

reporting system, it became apparent in the late 1960s and early 1970s that a

management information system without supporting data was of little

practical use. The ability to evaluate a DBMS is a problem which goes far

beyond that required for a 4GL. More commitment is required in terms of the

initial cost and in the residual costs of operating the system. Anyone who can

remember the days when someone would casually suggest: "Why don't you

bring in IMS and try it?" knows that bringing in a DBMS requires not only

courage but a certain amount of faith. The public argument concerning the

relative merits of the relational model (or even what it is) does not help users

very much, and not only are they confronted with IBM's dual DBMS strategy,

but data base machines are becoming viable alternatives.

As the more comprehensive integrated applications development systems

appear, the decisions become even more difficult. Fair tests require

commitments on major projects; the term "vaporware" has corrie into beirig

and is enough to make many IS departments very nervous. Improper applica-

tions of productivity tools have resulted in major systems failures which have

been publicly reported. Fitting solutions to problems is a far from trivial

exercise. Major shifts in the tools and aids used for systems development put
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at risk not only careers but the performance of the organizations which try

them.

2. SOLUTIONS BECOMING PROBLEMS

• Evaluating, much less testing, of various productivity improvement alter-

r^atives can become a significant part of the general IS overhead. Once the

decision has been reached to test or install a particular applications develop-

ment system, it is difficult to find personnel who are experienced in its use so

the cost of training must be added to the already significant expense of the

product itseifo And, in any large organization, there will be the dissenters just

waiting for the project to fail. All of the talk about applications programmers

(and COBOL) disappearing in a certain number of years does not help in

establishing a productive environment during the period when everyone is

waiting for the miracle.

• In addition, many productivity tools and aids produce so much paper that the

management of documentation becomes a problem in its own right. The logic

of what the system does becomes lost in the boiler plate of the methodology

and its associated diagrams and data definitions. Producing these paper

documents seems to become an end in itself, and the programs are practically

incidental.

• It also seems that most of our productivity tools have taken us in two

directions;

One is tovs^ard specialization of parts of the systems development

function. The development center, the information center, and those

using PCs ail use different sets of tools, but eventually their systems

must come together. !t makes the hardware connectivity problem look

simple.
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The other is to aim tools at lower and lower levels in the aptitude

range. The anthroponnorphism associated with computers from the

beginning persists in the desire to have them understand natural

language. It is doubtful that giving someone on the low end of the

aptitude range the ability to talk to a computer is going to have any

practical results. It is difficult to explain complex procedures in

natural language; that is the reason scientific notation was invented in

the first place. In fact, Dr. Edsger W. Dijkstra has decried computer

anthropomorphism precisely because it disguises the computers

greatest strengths. These strengths are in complex computation and

logic and not in printing relatively simple reports from established data

bases.

It is INPUT'S belief that both of the trends can be counterproductive in

the systems development process. In fact, the communications

problems associated with increased specialization and developing tools

suited for lower levels of the performance range is one reason the

productivity problem persists.

• The difficulty in improving productivity in the systems development process is

a subset of the overall problem of improving productivity in the office. This

problem seems to stem from the fact that offices are not factories, and the

techniques employed successfully in factories do not work in many office

situations.

D. FACTORY VERSUS OFFICE

• In the famous Hawthorne Experiinent, industrial engineers determined that a

group of workers demonstrated improved productivity whenever their working

environment was changed whether the changes were "good" or "bad." The

reason was discovered to be that the workers were responding to being singled
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out for attention, and they were responding in a positive manner regardless of

the specific change which was made in their working environment. It is

probable that office workers respond in a similar fashion, but the impact of

changes are substantially more difficult to control and measure.

THE MEASUREMENT PROBLEM

To appreciate the difficulty of measuring office productivity, it is necessary

only to review some rough breakdowns of how office workers spend their time

(see Exhibit !l!-4). Occupational categories A and B (Executive, Managerial,

Administrative, and Professional and Technical) constitute over 68% of all

office expense (not shown on the chart), but they spend their time on activi-

ties which defy accurate measurement by industrial engineering standards.

(This chart first appeared in Impact of Office Systems on Productivity,

INPUT, 1983.) Everything depends on the quality of the decisions or analysis

which is made and not on the activity itself.

Speeding report preparation does not necessarily improve the contents

of the report.

Evaluating the value of telephone conversations and interpersonal

communications is impossible; different people have different styles

for obtaining information.

An observer (or time and motion engineer) cannot determine whether a

knowledge worker staring into space is deeply involved in analysis or

decisionmaking or mere thinking about his golf scores. Counting

"therbligs" does not work well for office workers.

Categories 4 and 5 were intentionally minimized in the report because

such use was determined to be casual. With more managerial and

technical employees using personal computers, both could become

substantially more important, but it remains difficult to defermine
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whether the time is productively spent. In the final analysis, you would

have to assume that a $100,000 a year manager keying data into a

spreadsheet has decided it is productive use of his time. (These

questions of office productivity will be explored in a new series of

INPUT reports in 1 987—Distributed and Office Systems Directions—

which will complement and supplement our current Large-Scale

Systems Directions report series.)

Systems development personnel fall within these two occupational categories

which are so difficult to measure. Adequate measures of programmer or

applications development productivity do not currently exist. Whether it is

lines of code, function points, meeting schedules and budgets, or some of the

more comprehensive software engineering models, all suffer from serious

deficiencies in terms of measuring the productivity of either the individual or

the project team.

PERFORMANCE MEASUREMENT DEFINED

a. Blue Collar Workers

Factories produce physical objects which can be counted with quality which

can be inspected or tested. Statistics provide highly satisfactory mathe-

matical models for purposes of quality assurance. Accounting provides

adequate means to provide general productivity measurement in terms of unit

costs and distribution of these costs.

It has been found that work simplification on the assembly line generally

increases individual productivity in term.s of contribution to the finished

product. The assembly line moves faster when each workstation performs a

relatively simple task. Where the tasks vary along the line, additional workers

will normally contribute in a linear manner. (For example, if task A can be

performed at the rate of 10 per hour by one worker, two workers will produce

20 per hour.)
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Once programmed (laid out) for human beings, an assembly line is relatively

inflexible and there is little opportunity for individual contribution or

individuality on a day-to-day basis. Properly programmed robots will assist

materially in making the assembly line and manufacturing process less costly,

and perhaps more flexible.

b. White Collar Workers

Offices deal with data, information, and knowledge and produce information,

usually in paper form, but increasingly on computer display screens.

Individual contributions are most frequently verbal, but most of significance

are reduced to paper. The value of the information produced is generally

unrelated to its volume (the number of pages produced) or its cosmetic

qualities. Indeed, fancy reports may tend to obscure the fact that the

information content is inaccurate and misleading, and worthwhile information

can be obscured in a sea of boilerplate, jargon, and buzzwords.

INPUT has determined that the productivity of the office must be measured

at four levels:

The hardware/software level.

The human/machine dyad.

The work unit level.

The institutional level.

These levels are not necessarily directly related. For example, the emphasis

we place on "user friendliness" and anthropomorphism at the human/machine

dyad places an extreme burden on performance at the hardware/software

level. While computer (and software) vendors like us to believe that machines
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are cheap and people are expensive, there is obviously a point where this logic

breaks down. We have learned that it is possible to develop systems with such

poor hardware/software perfornnance that they are impractical. This will

always be true regardless of improvements in computer hardware/software

technology. For example, it is possible to prove that certain algorithms of

operations research and artificial intelligence are transcomputable, which is

to say that it is physically impossible to build computers which can perform

the calculations necessary for the "solution."

• Similarly, it is possible to state that maximizing work unit performance may

impact the performance of the individual. Having a worker ten times more

capable than other members of a team has adverse impact on the outstanding

individual's performance. (During World War II, early efforts in operations

research indicated it was advisable to have high-speed troop transports travel

out of convoy without protection rather than be limited by convoy speeds; this

is true on many systems projects.) It is also possible to have high productivity

at the first three levels and have poor institutional performance (remember,

the chef is important).

• The information systems function, being a subset of the office environment,

must have its performance (productivity) measured at all four levels.

However, the information systems function has assumed a central role in the

development, production, and quality control of the actual office "product"--

information. It is, therefore, important for the IS function to understand

data, information, and knowledge so that its responsibility can be defined.

E. DATA/INFORMATIQN/KNOWLEDGE QUALITY

• Terminology in the computer industry has progressed much more rapidly than

have the underlying hardware/software systetns which have been developed.

While we have proceeded from "data processing" to "information (nanage-
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ment" to "knowledge engineering," major connputer applications have not

really changed that nnuch, at least those coming from many development

centers. This is more than a problem of low productivity. There are funda-

mental differences between what we are saying and what we are prepared to

do or are willing to accept full responsibility for. Expectations, and even

promises, of the 1950s are still beyond the horizon of our capabilities. Every-

thing is always over the next hill.

For example, it has been recently reported by CompuServe that Government

Computer News stated that Paul Strassman, a retired Xerox executive, has

said that as banks have applied more and more computer technology produc-

tivity has actually declined. In fact, it was reported that he stated in an

eight-year study on what makes a company successful thot information

technology is not even in the top 10 of the most significant success factors

(this being an example of institutional performance measurement). This

particular information is given not only to support the information in the

preceding paragraph but also to be played against the definitions which follow.

PRACTICAL DEFINITIONS

In INPUT'S recent study on user applications of CD ROM, it was found

necessary to present some practical definitions of data, information, and

knowledge. Those definitions are as fol lows:

The definition of data comes from the late Fritz Machlup, who finally

concluded, after reviewing how far data had strayed from its original

Latin definition of "the givens," that: "This semantic muddle, however,

need not cause any serious trouble because the arguments in which

data, whatever they are, play a central role are relatively simple—data

entry, data storage, data retrieval, data processing, data services, and

all the rest, refer simply to things fed into a computer. These things,

now data from the point of view of the programmers, operators, and

users of the computer, need not be data in any other sense" {his

emphasis).
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Information and knowledge have a firm link, and the best way to define

them is by distinguishing between them. The commonly accepted

distinctions are as follows: (I) information is piecemeal, fragmented,

particular, whereas knowledge is structured, coherent, and often

universal; (2) information is timely, transitory, perhaps even

ephemeral, whereas knowledge is of enduring significance; and (3)

information is a flow of messages, whereas knowledge is a stock,

largely resulting from the flow, in the sense that the "input" of

information may affect the stock of knowledge by adding to it, restruc-

turing it, or changing it in any way (though, conceivably, information

may leave knowledge unchanged). An additional fundamental distinc-

tion is that information is acquired by being told, whereas knowledge

can be acquired by thinking (without new information being received).

• Using this definition, it is possible to decide that CompuServe is a data

processing services company which provides information services. In the

particular case cited above, information was taken from another source and

processed so as to make it more widely and rapidly available. This informa-

tion makes no pretense as to quality, much less as to whether this information

alters the generally accepted knowledge that computers improve produc-

tivity. That is for you to decide, and you must consider the following:

Who is Paul Strassman? Does it help to know that he was a vice

president at Xerox and was active in the American Management

Association?

Were his conclusions accurately reported in Government Computer

News? Did the reporter for CompuServe correctly interpret what was

read in Government Computer News?

Are the data on CompuServe secure or has some disgruntled hacker

decided to edit tliem at random?
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Who is writing this report for INPUT? Was Paul Strassman called to

ask what he really said and qualify the research which went into his

study?

Is all of this just an idle exercise in semantics? We think not. It is

important that IS professionals understand the responsibility they have

for data/information/knowledge quality within their organizations.

And, oh, yes, it was also reported that "key executives" in the banking

industry stated they were going to "reduce the rate of increase" of

computer budgets because they cannot detect productivity gains from

automation.

BEYOND SEMANTICS

After 30 years of computer systems development, it is possible to draw some

general conclusions about data, information, and knowledge:

Data, by definition, are stored in computer systems. However, it is

possible to be more specific than that; data of institutional significance

remain on host mainframes (for any but the smallest organizations),

departmental processors are used primarily to concentrate data for

specific work units, and personal computers are used to generate paper

documents (correspondence, reports, etc.).

Information is transferred by voice (being told) or by paper docu-

ments. While the transfer of information by voice represents a

substantially higher percentage of total office costs, the official

communication of information remains on paper. If information of

significance is generated in meetings or telephone conversations, it

must normally be documented for purposes of validation, distribution,

and storage. Paper retnains the primary information media of

organized human activity (business).
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Human minds remain the primary processors of information, and the

brain remains the primary storage device of knowledge (a very small

percentage of individual human knowledge is ever documented). The

best research efforts in artificial intelligence have resulted in precious

little knowledge as to how either the mind or the brain works (except

the grudging admission that man did not create computers in his own

image).

• Despite changes in terminology, it is a fair statement to say that the central

development function is concerned primarily, if not exclusively, with data.

Very few computer systems personnel have any interest in the vast flow of

paper information within their organizations. If it cannot be brought on-line,

it is ignored. Therefore, top-down design extends only to the printer. All of

the problems of paper procedures—movement, filing, archiving, and disposal-

are left to the "users," who as human beings are also the storage media for

knowledge.

• The self-imposed isolation of most DP/IS organizations from the main

information flow of the organization and from its knowledge bases (end users)

has resulted in many systems which do not meet the needs of the organiza-

tion. Paper-based systems and the essential organizational knowledge bases

have not even been considered as "peripherals" to the computer/communica-

tions systems which have been developed. The objective of most "develop-

ment centers" has been to ignore information flow and knowledge. When one

looks at what a so-called "knowledge engineer" is doing in building an expert

system, it inspires one to ask: "Isn't that what systems analysts are supposed

to be doing?"

• On the other hand, the automation of offices has meant improving the produc-

tion of paper documents with little regard for the quality of the contents.

There is so much information flowing through offices that few office workers

have time to devote to analysis; they are too busy generating pretty reports

from their personal computers.
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IV THE SOLUTIONS EVALUATED

A. CONVENTIONAL APPROACHES

• Simply put, any computer application or system has five functions:

input.

Processing.

Storage.

Communication (data movement/transmission).

Output.

• In a relatively short period of time, technology has progressed to the point

where a single large-scale processor can perform more calculations than all

living humans, entire paper filing systems and even libraries can be kept on-

line (optical memories), and communications links have capacities which

exceed even the computer's ability to process the information. The primary

limitations on using this enormous potential are input and output.

On the input side, information must be translated (encoded) from

human representation into that of the computer. This information

essentially consists of the following:

- 51 -

©1986 by INPUT. Reproduction Prohibited, INPUT



Instructions to direct the processing of the computer.

Structure for data representation and storage.

* Data of all kinds (numbers, characters, text, bit patterns,

graphics, pictures, etc.).

On the output side, data must be translated (decoded) into some form

of human representation. These representations are fundamentally:

Paper information.

Electronic information display.

Direct action (process control, robotics, audio response, etc.)

which would normally have been performed by a human being.

Exhibit IV-I presents a schematic of the primary ways information is

translated for computer use (input) and retranslated into information for

human use and/or into direct humanlike action (output). This schematic will

be used to identify and evaluate the various solutions to the human/machine

information exchange problem.

LANGUAGES

The original and primary tools for giving instructions to computers fall under

the general classification of languages. From simple symbols for machine

operation codes, languages have evolved in many directions, and only two

things are certain at this time—languages are proliferating despite all efforts

at standardization, and they remain the most debated subject in the program-

ming community. During the course of the research for this study, we called

an old-timer who has been involved with languages a little too long and he

passed along the following "jokes":
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EXHIBIT IV-1

A SCHEMATIC FOR EVALUATION
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Did you hear about the LISP programmer's son? He can tell you all

about his grandmother, but he can't add 2 and 2.

Greek looks like APL to me.

Read any good COBOL programs in the last 20 years?

PL/1 isn't, is it?

4GLs are great. I think they may replace 407 board wiring.

Is kanji a natural language?

Like everyone else, INPUT has some very definite opinions about languages.

They are as follows:

There is no one best language. The appropriate language depends on

both the application and individual who will be using the language.

The concept of language generations (especially the 4GL) is fuzzy at

best and down right misleading in normal use. It is our opinion that

languages evolve along general paths such as symbolic, algebraic,

English, query (information retrieval), report generation, etc., and FGL

(first, fourth, fifth, and future) is as meaningful as 4GL as it is

currently being applied.

Natural language is not appropriate for instructing computers in what

to do, and the quest for talking to computers is, in most cases,

misguided and a waste of effort.

Enough of that, it makes us feel the same way we did in the early days of

COBOL when it was suggested that executives could "read" COBOL programs
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and find out what the progrannmers were doing. This in turn reminds us of the

advertising copy for many of the solutions which are currently being proposed

to solve the productivity problem in the systems development process. Let's

look at some facts.

Exhibit IV-2 shows the primary languages which are currently in use

among the respondents to this study. The following seems to be

apparent:

Those systems managers who vowed they would never leave

Autocoder for COBOL in 1963 have either changed their minds

or been replaced because COBOL is the primary language of

63% of the respondents.

Fortran remains the primary language of 17% of the respon-

dents, even though it was the earliest "higher level" language.

With all of the might of IBM behind it, PL/I has not attracted

very much of a following after over 20 years.

Among the "other" primary languages from our sample are:

Assembler, "C," Focus, Mantis, and Model 204.

When asked about the use of 4GLs, we got a mixed bag of responses

(see Exhibit IV-3).

Focus was the most popular, with 21% of those having one

installed; SAS, Ideal, Nomad, and ADS/On Line received a

couple of mentions; and several respondents had several such

tools installed and it was obvious that most of the development

managers interviewed definitely considered them to be

peripheral to the central systems effort.
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EXHIBIT IV-2

PRIMARY LANGUAGES USED
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EXHIBIT IV-3

FOURTH GENERATION LANGUAGES INSTALLED
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Among the "other" category was a great variety of responses

including PL/I, DMS, SPSS, IFPS, Intellect, Datatrieve, and a

couple of home-grown packages.

Perhaps even more striking was the fact that several of the

development managers interviewed thought their companies had

a 4GL installed but they were not sure of the name. We take

this to mean that these managers do not take all of the talk

about 4GLs seriously enough to even consider them on their

projects.

Products generally classified as 4GLs have been reported to improve

productivity on specific projects by as much as four or five times.

(Projects implemented in 4GLs take one-fourth or one-fifth the time to

implement as would the same project in COBOL.) These claims have

been confirmed in specific tests made by a number of end-user

organizations. The primary question seems to be what percentage of

applications lend themselves to implementation with 4GLs (or what

percentage of major projects can be implemented using 4GLs).

• Since interviews were conducted with systems development personnel (as

opposed to those in an information center), two questions were asked

concerning the relative effectiveness of 4GLs in a project environment.

Respondents were rating various tools and aids on the customary I to 5

scale where I = not important and 5 = very important.

Then respondents were asked another question: "If you could not use

the specific tool or aid on a particular project, how much would

development costs increase?" It was felt that this question would make

development managers think about actual situations and place a value

on the tool or aid independent of popularly reported test results. It was

also designed to get some feel for what percentage of major projects

might lend themselves to 4GLs.
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The mean rating of 4GLs on the innportance scale was 3.12 which is considered

to have very little significance because INPUT has found fronn long experience

that ratings on a I to 5 scale tend to cluster between 3.0 and 3.9, and it is

only those ratings which fall out of that range which indicate positive or

negative reactions on the part of the sample population. In other words, the

systems managers surveyed do not consider 4GLs of great importance in

improving productivity in systems development nor do they consider them to

be insignificant as tools.

That type of analysis is nice and simple, and INPUT has had long experience

with using I to 5 ratings to isolate factors of real importance. However, the

second question adds several other dimensions to the relatively neutral rating

given to 4GLs. The mean percentage of increase in development costs which

would be required if 4GLs could not be used on development projects was 58%,

but then the analysis becomes more complicated.

This overall estimate of the increased cost which would result in not

using 4GLs would indicate that savings of 37% could be realized on the

average development project which is not currently using 4GLs. While

this is not insignificant, it is obviously considerably below the 75-80?6

savings which would be represented by the published claims of 4GL

vendors.

In fact, if the responses for primary languages other than COBOL are

eliminated from the results (along with two exceptionally high

responses which will be detailed later), the savings being realized from

use of 4GLs in COBOL shops would appear to be 26%. Past INPUT

research has indicated that approximately 25% clearly demonstrable

cost savings is necessary to get users to consider what they perceive to

be a major hardware/software systems change. Since considerable

investment in software and training is necessary in order to install and

make effective use of 4GLs, the perceived savings of development
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managers tends to fall well within a comfortable range of inertia (less

than 25%).

This means that approximately 35-40% of the work in the COBOL shops

would have to be considered appropriate for 4GLs in order to achieve

the 26% cost savings which was mentioned above. It would not appear

that COBOL development managers feel 4GLs are ready to replace all

commercial applications development. However, the other develop-

ment environments also provided some significant insights into the

relative effectiveness of 4GLs as productivity tools. Consider the

following specific examples:

First, there is the installation which classified PL/1 as a 4GL,

and here the respondent estimated that he would increase

project cost estimates by 100% if he could not use his "4GL."

(Presumably this is compared to assembly language, and the

estimate is very much in line with the productivity increase

which was experienced when going from Autocoder to COBOL.)

The installation which listed Focus as the primary language also

stated that a 100% increase in cost would result if it could not

use that language. (Presumably the work not done in Focus

would be done in COBOL, and this would mean that approxi-

mately 70% would be done in the 4GL and 30% in COBOL in

order to achieve 50% savings.)

A 100% increase in cost was also predicted for a shop which

stated it was "multilingual" with PL/I as the "third generation

language" and Info as the 4GL.

Three Fortran shops predicted 25%, 50%, and 75% increases if

they could not use their 4GLs—5AS, Datatrieve, and Focus,

respectively.
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Where Mantis was listed as the primary language, the respondent

stated costs would only increase by 5% if Ideal could not be used

for some of the work.

Where Model 204 was listed as the primary language, it was

stated that costs would only increase by 10% if Nomad II could

not be used as a 4GL.

Now we return to the two shops which listed COBOL as the primary

language and predicted development costs would rise by 200% and

300%, respectively, if they could not use their 4GLs. (These were the

two which were excluded when the 4GL "savings" for COBOL shops was

determined to be 26% above.) The respondent which estimated 200%

increased costs without 4GLs was using SAS and Focus, and the one

which estimated a 300% increase was using IDMS and ADS/Online (and

he tied the two together in making his estimate).

• All of the numbers presented above appear to us to be quite reasonable.

Essentially, they say that if we had to abandon our current languages and go

back to our previous way of doing things it would indeed be costly. Exhibit

IV-4 summarizes these approximate findings in terms of the perceived savings

(value) of the 4GL tools being used by the respondents. The base is estab-

lished as Autocoder (assembler) to show the progress which has been possible

through use of higher level languages over the last 20 to 25 years. A few

comments are in order concerning these savings:

Improved productivity as a result of languages result in savings which

can be applied primarily to the programming and testing and debugging

phases of the development process. Since these phases represent

approximately 40% of systems development costs (see Exhibit III-I),

the savings attributable to languages bottom out rather rapidly when

applied to the overall development process. If the assumption is made
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EXHIBIT IV-4

SAVINGS FROM HIGHER LEVEL LANGUAGES
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that the respondents estinnates were based on selection of a language

to implement a defined and designed project (and we think that

assumption is reasonable), the true savings may be substantially less

than if we assume the estimates applied to the overall application

development cycle.

It is also apparent the big savings come from selecting a variety of

tools (SAS and Focus), and that DBMSs form the foundation of the

savings from 4GLs (IDMS and ADS/Online).

The importance of both DBMS and design methodologies in the view of

applications developers was clearly demonstrated by research results

which will be discussed later. The important point is that languages

can contribute only to telling a computer what to do—process in this

fashion or produce this report. They are concerned primarily with

performance at the human/machine dyad.

OTHER TOOLS, AIDS, AND METHODOLOGIES

Languages are fun to develop and argue about; that is the reason we have so

many. Unfortunately, it has been found that the most elegant and productive

language is of little use if a thorough job of problem analysis and systems

design is not done. Then, regardless of how well designed a system is or how

good the implementation language is, the system will not be effective

(productive) unless the data are available and of good quality. This was

discovered after numerous "management information systems" were developed

and failed because of inadequate data in terms of either availability or

accessibility.

Two parallel developments attempted to solve the problem:

Data structuring facilities in languages were enhanced. Information

retrieval and reporting languages with inverted file structures had been
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around for over 20 years before they were labeled "fourth generation

languages."

Concepts of shared data were developed in parallel with the develop-

ment of direct access storage devices. Integrated file systenns such as

Integrated Data Store (IDS) fronn the General Electric Company were

around long before the term DBMS was applied to them.

It soon became apparent that new concepts for data structuring were neces-

sary and that ways of thinking about data and the structure of data them-

selves were two different things. Languages for describing data and for

linking logical views with physical structures were necessary. It was also

found that many systems personnel, who would embrace languages with a

passion, had little interest in discussing data schemes much less the data

themselves. As an MIS director responded to an INPUT interview many years

ago: "I don't even like to think about data models; the whole subject bores

me."

Thus, a new breed of DBMS specialists was born, and they proceeded to split

off into various schools based on their particular orientation and the politics

of jockeying for position which occurs in any new profession which has signifi-

cant implications in the marketplace for computer products. The controversy

continues to this day.

It was also necessary to bring some formalization to the design and implemen-

tation process itself, and structured programming and various design

methodologies were developed. Once again there are competing schools of

thought about these developments as well.

One thing is certain, all three developments are necessary for a truly produc-

tive environment, and the results of our research indicates that this is so.

Exhibit IV-5 compares the I to 5 ratings respondents gave to 4GLs, DBMSs,

design methodologies, applications generators, and development environments

(work bench, integrated tools).
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EXHIBIT IV-5

RATINGS OF IMPORTANCE OF PRODUCTIVITY TOOLS,
AIDS, AND METHODOLOGIES
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It can readily be seen that all of the ratings fall within the "norma!

range" of 3.0 to 3.9 except for applications generators. There is little

significance to the fact that DBMSs are rated at 3.47 and 4GLs are

rated at 3.12, although it would be nice to think that it is an expression

of the fact that DBMSs are more fundamental to productivity

improvement than the language used.

However, there is significance to the rating for applications

generators. A rating of 2.0 on a scale of I to 5 falls out of the normal

range and indicates that the respondents to this study do not feel that

applications generators are very important in improving productivity in

developing applications. Analysis of this rating indicates the following:

Only four of the respondents had applications generators

installed (DMS, UFO, ADS/Online, and a COBOL generator of

unspecified origin).

There seems to be the general tendency to confuse applications

generators with code generators which have normally been

appended to the development process itself.

It would appear that "applications generator" is not a good term

to use for some of the more advanced products which include

DBMS and higher level languages.

It would also appear that 4GL, despite its lack of definition, has

become one of those magic terms, whereas applications

generator has a negative, or at least misunderstood,

connotation. (Vendors take note.)

asked the question concerning how much the cost of a specific project

increase if the tools could not be used, the responses were as follows:
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As mentioned and analyzed previously, it was estinnated that deveiop-

nnent costs would increase by 58% if 4GLs could not be employed.

The mean response for DBMSs was also 58% (actually 58.4% compared

to 57.9% for 4GLs), and this rather remarkable consistency confirms

the close identification of DBMS and languages with productivity

improvement.

The mean response for design methodologies was 42%, for applications

generators 12%, and for development environments 21%.

• Translating the increased costs if the tools could not be used into estimated

savings which can be anticipated from employing the specific tools gives the

results shown in Exhibit IV-6. Once again, on the surface these general

estimates seem reasonable if we do not assume that they are cumulative.

(Employing a DBMS, 4GL, and design methodology will obviously not result in

negative development cost.)

Unlike 4GLs, where IBM is not a significant factor, the most frequently

mentioned DBMS was IMS (six respondents), and DB2, DL/I, and

SQL/DS were among the systems which were installed. IDMS and

ADRS were both mentioned by multiple users (4 and 3, respectively).

The remainder of the installed systems were of great variety including

IDS, the granddaddy of them all, installed on a Honeywell processor.

The design methodologies installed were predominately home-grown or

so heavily tailored that they were considered their own. The only

commercial products mentioned were SDM, AID, and Nomad II.

• The fundamental tools, aids, and methodologies of productivity improvement

have been around for a long time. They address programming and data

structuring within computer systems and the retrieval of information frotn
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EXHIBIT IV-6

ESTIMATED SAVINGS ON
PRODUCTIVITY TOOLS
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those systems (display and document preparation) (see Exhibit IV- 1). There

remains great controversy about the relative effectiveness of the tools. For

example:

Will 4GLs (whatever they are) replace COBOL?

What is a relational data base system—what the inventor says it is or

what DBMS implementors say it is?

Then, there is "sub-second response time," a magical hardware-

sensitive solution to the productivity problem made popular by

hardware vendors. Here, even the basic research has been called into

question in the public press (much less the conclusions which were

reached).

• The fact remains that the true costs of developing systems have continued to

increase as we have employed improved tools, aids, and methodologies. While

part of this may be because systems are increasing in complexity, it is

probable that there are other factors of equal or greater significance. First

of all, let's analyze (roughly) the impact of the relatively crude tools which

were available through the 1960s with those which became available during

the 1970s. Exhibit IV-7 depicts such impacts for an IBM mainframe

environment.

The early tools to make computers easier to use were concerned with

hardware/software performance as well as with performance at the

human/machine dyad. There was much concern about such things as

"compile speed" and "object program efficiency," and programmers

were still concerned about how fast their programs ran. During the

1970s it became popular to accept at face value the premise that

computers were cheap and people were expensive. This resulted in a

severe hardware/software performance impact from the tools designed

to make computers easier to use. Consider the following:
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EXHIBIT IV.7

OPINIONS CONCERNING PERFORMANCE IMPROVEMENT
(1960s and 1970s)
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As operating systems evolved from DOS to OS to VS, the impact

of problem program performance became relatively insignificant

because it is lost under the burden of the operating system

itself. A point of pride became that VS could keep CPU busy,

but little emphasis was placed on what it was busy doing.

The impact of DBMSs is nearly as dramatic; for example, major

internal IBM systems which were developed in the 1960s could

not be converted to IMS during the 1970s because the perform-

ance differences (in terms of transactions per second) would

have required approximately six to seven times as much

computer power to drive IMS, and IBM could not afford it.

Then, of course, languages became decidedly less efficient in

terms of machine usage— first in terms of compile time and

object code and later in terms of the continuing burden of

interpretation at execution time. (The mere fact that COBOL is

now considered a performance standard would have been

unthinkable in the early 1960s.)

The benefits of early tools on productivity at the human/machine dyad

were indeed dramatic. Not even the most dedicated computer freak

(as they were called then) could argue that assemblers, Fortran, lOCSs,

monitors, and early timesharing systems improved both personal

productivity in programming but also accessibility to the computer

resource. However, by the late 1970s (despite significant advances in

the variety and even quality of productivity tools), the benefit was not

so great. In fact, a new problem had become apparent:

The tools themselves were beginning to add a new level of

complexity to both programming and systems design. The

operating systems had become so complex that as much time
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was spent debugging JCL as was spent on debugging problem

programs.

DBMSs required a certain discipline and knowledge for the

individual programmer or analyst in order to deal with both the

logical and physical structures of data.

The complexity led to specialists in systems programming and

data base administration who had to be consulted because

individual programmers and analysts could not keep up with all

the complexity of the operating environment.

It was frequently the case that early computers were placed under the

control of accounting departments because they were first used to

automate accounting functions. There was favorable impact on

accounting work units because the end users were intimately involved

by having responsibility for the overall systems (hardware, software,

and paper-based accounting systems). However, as the emphasis

shifted from the early days of "saving money" to the more subtle

emphasis of using computers to "make money," the control of the

hardware/software became divorced from the work unit. The operating

work units had to deal with some central facility for purposes of using

the data processing facility. This resulted in the following:

Despite dramatic increases in hardware (and even software),

potential operating work units found they were dealing with an

outside systems organization in order to get anything done, and

the now infamous responsiveness issue developed.

The outside systems organization frequently remained under the

control of the accounting (financial) organization of the

company, and where it was recognized that this was not an

appropriate place another lesson was learned—you can take an
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accountant out of the accounting department but a bean counter

remains a bean counter.

Most systems organizations continued to remain oriented toward

accounting and control as opposed to addressing the operating

problems of their organizations, and the benefits of

computer/communications technology were slow to reach the

operating work units of the organization.

The initial application of computers to commercial data processing

problems usually resulted in tangible cost reduction benefits to the

institution (enterprise). However, the efforts to use computers to

"make money" had less tangible benefits to the institution. The

benefits to the individual work units were frequently offset by the

increased investment in computer/communications technology and the

increasing cost of developing applications systems. In many organiza-

tions, bottom-line benefits became difficult to quantify. The ethereal

concept of information as a corporate asset became prominent among

vendors and prophets of the information age. On that note we entered

the 1980s.

B. DISTRIBUTED SYSTEMS DEVELOPMENT

• Despite the advance of productivity tools during the 1970s, this was the

decade during which dissatisfaction with the responsiveness of the central IS

function resulted in the view that the central IS function was bottlenecked in

applying all of the wonderful hardware/software technology which was

becoming available. Management was still willing to spend money, and users

were clamoring for new systems (or enhancements of existing systems). At

the end of that decade, INPUT depicted the embattled IS function in a castle

with users storming the walls clamoring for the treasures of the information
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age. It is important to remember what really happened during the 1970s in

order to put some of today's problems (and proposed solutions) into proper

perspective.

During the 1970s, the hardware and software systems to support

"management information systems" were put into place. This was done

at substantial investment in the following:

Conversion to virtual storage operating systems, which required

substantial additional hardware investment in both processing

power and main memory in order to run existing applications.

Conversion of existing applications to a DBMS environment. In

IBM's case this was IMS, which rapidly got the reputation for

using up more CPU cycles than even IBM could have imagined.

(When asked about conversion costs to go to IMS, one respondent

to an INPUT survey stated: "We don't know, and I don't think we

want to know.")

It was discovered during this period that vendor-supplied

hardware/software solutions do not, by themselves, solve user

problems; data are required.

Users were encouraged to build enormous corporate data bases

on the premise that data themselves have value, and some

advocates of "information engineering" even suggested that the

effort be capitalized and written off later since the expense

could not possibly be supported by any current project.

Those who built the big corporate data bases frequently found

that the problems had changed by the time the data bases were

built, and then to their horror found that the very DBMSs the/

had installed (usually IMS) did not accommodate change very

well.
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The big bang theory of systems development did not work very well,

but a lot of data had been collected and part of the fallout was the

conviction that it had value. Therefore, users stormed the walls

shouting for results. Unfortunately, the IS function (as it was now

called) had expended most of its development effort on building the

data base(s) and not on the applications which used the data bases, and

now it was discovered that just maintaining the large data bases and

the major systems which used them was more than enough to keep

them busy. In addition, dealing with very large data bases has turned

out to add additional complexity to even relatively simple projects.

So it was discovered that an enormous investment had been made over

the decade in hardware, software, and data with very little visible

improvement in institutional performance. Those responsible for all of

the activities of the 1970s (vendors, management, and the IS function)

were confronted with a substantial investment in very visible large

mainframes and rapidly expanding data bases which were beginning to

outgrow their physical facilities. Thus, the walls of the IS fortress

were stormed with the demands to obtain the value from the

investment.

Thus, the productivity problem was born. If only the IS function could

develop systems fast enough, the value of the investment in hard-

ware/software systems and data bases would suddenly appear like a

genie out of a lamp. This was the productivity problem which was

analyzed in INPUT'S major study Improving the Productivity of Systems

and Software Implementation which was published in November 1980.

• In other words, productivity improvement in the systems development

function was the key to all other productivity improvement efforts because

the hardware/software data base systems were available to solve the produc-

tivity problems of the office. Essentially, the IS function was identified as
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the bottleneck on the road to the "information age," and the role of scapegoat

was masochistically accepted by the management of many IS functions. This

was all before the personal computer appeared in business offices and tended

to confirm the judgment which had been made about the productivity problem

and also to offer some alternative solutions.

Essentially, the problem which INPUT identified with improving productivity

of systems and software implementation in the 1980 report was a management

problem. The productivity hierarchy (mentioned previously) was a way of

saying the real problem in software productivity was not going to be solved by

any tools and aids unless a comprehensive plan for productivity improvement

was in place, it was felt that this placed responsibility for improved software

productivity squarely where it belonged—with IS management. Since the IS

function had (probably unfairly) been identified as the primary problem, the

fixing of responsibility provided both an opportunity and a challenge to IS

management to become actively involved in a major business problem—office

productivity in general.

Unfortunately, the PC has tended to confuse the issue substantially and offer

"alternatives" which may prove inimical to solving the software productivity

problem. When INPUT addressed the productivity problem in 1984 (see

Market Impact of New Software Productivity Techniques and New Oppor-

tunities for Software Productivity Improvement) , it was found that the

primary approaches being taken to software productivity improvement were

the following:

Standalone PCs with user-friendly software were tending to confirm

that central development facilities were truly unresponsive. Armed

with spreadsheet software, end users were able to get "answers" to

"what if?" questions much more readily than they ever could going

through the systems group.
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Of course, the fact that they normally exercised their productivity

tools by keying in data which was the output of a mainframe computer

system also confirmed the inadequacy of the mainframe "solutions"

which were already in place. Now that the productivity tools were

available (PCs), there was the immediate cry for access to corporate

data bases through micro/mainframe links.

In response to the appearance of personal computers in the office, the

central IS function was also prompted to establish information centers

where qualified systems people would provide advice, counsel, and

assistance in selecting and using PCs, data bases, and other

productivity tools such as 4GLs.

The new tools and approaches to systems development also facilitated

prototyping of applications. Users could see results rapidly and be

directly involved in the systems development process.

• INPUT concluded that all of these developments (standalone PCs, micro/main-

frame links, information centers, and prototyping) had one thing in common

—

some of the responsibility for software productivity was shifted from the IS

function to end users. INPUT kindly referred to the whole trend as "distrib-

uted systems development" (DSD), and a number of potential conflicts in the

DSD environment were identified:

Top-down systems design does not necessarily interface well with

"bottom-up" development.

Security of data bases is not necessarily compatible with ready access

to corporate data bases.

The very user friendliness of PCs could be compromised by the neces-

sary functional capability which would have to be added to permit

applications of any substance to be developed.
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The quality of data in a highly centralized environnnent cannot neces-

sarily be assured once it is distributed for casual use.

Off-loading of data to support the DSD environment might increase

demand for mainframe processing power substantially more than any

offsetting distribution of processing from the mainframe. (Total cost

of processing would rise despite the better price/performance of PCs

for some processing tasks.)

Conflicting management information would result from the DSD

environment.

Complex parallel trends of centralization, integration, differentiation,

and mechanization which are inherent in the DSD environment

(essentially networking) would make hardware and software planning

even more difficult than it already was.

• Essentially, these concerns net down to the following potential problems:

data base integrity and synchronization, privacy and security, hardware and

software performance, and conflicting management information (reports).

Respondents were asked to rate these potential problems in both 1984 and in

this year's study (see Exhibit IV-8). There was a uniform and significant drop

in the concern that the respondents expressed for these potential problems

between 1984 and 1986. There are several possible explanations for what

currently appears to back relatively modest concern for what INPUT considers

to be rather serious problems in the DSD environment:

The current study concentrated on managers in the development

center, whereas the former was directed toward more senior manage-

ment (directors of MIS). It is assumed that the more senior managers

would be more concerned about the potential problems inherent in the

DSD environment.
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EXHIBIT IV-8
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Micro/mainframe links were all the rage when the 1984 study was

conducted. Since then, not a great deal has happened in that area (now

departmental processors have become all the rage). It is possible that

distribution of any significant data bases to PCs is no longer considered

to be nearly as much of a problem as it was originally thought.

it is possible that the DSD environment is being created with such

enthusiasm that the problems seem negligible by comparison.

The respondents were asked how effective they felt various approaches to

DSD were on a scale of I to 5 where I was defined as not being effective at

all and 5 was defined as being very effective. The results do not indicate any

great enthusiasm for the effectiveness of the DSD environment (see Exhibit

IV-9).

The responses seem to cluster around the very low end of the "normal

range," with information centers and standalone PCs being rated

somewhat negatively with mean ratings which are less than 3.0. This is

probably explained because the interviews were conducted in the

development center, where it is unlikely to find very much enthusiasm

for either the information center or PCs.

Since prototyping is billed as being an aid for the systems development

function, the highest rating of 3.12 is not surprising, but it is lukewarm

support at best.

The respondents were also asked which of the following statements most

nearly expressed their feelings about the general effectiveness of distributed

systems development with the following results:

"The applications developed outside the development center are more

costly to the company over the systems life cycle." Five respondents

indicated that this statement most clearly expressed their feelings.
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EXHIBIT IV-9

EFFECTIVE APPROACHES TO DSD
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Rating: 1 = Not Effective, 5 = Most Effective.
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•'The investment in end-user connputing could be put to better use in

the central facility." Five respondents indicated this statement best

expressed their feelings about DSD.

"The investment in end-user computing is worthwhile because it frees

the development group to work on more important work." This was by

far the most frequently selected statement, with 15 respondents

choosing this as being most representative of their feelings.

"There is a marked improvement in productivity for developing all

types of applications." Six respondents were enthusiastic enough about

the results of DSD to approve of this statement.

"Our use of distributed systems development has reduced the number of

professional analysts and programmers we need." Only one respondent

would agree that this was the case.

Assigning rating of I to 5 for the five statements, the mean comes out

to 2.78 which confirms the somewhat negative reaction which was

detected in the rating question itself. The consensus seems to be that

as long as DSD keeps the users out of the development team's way it

will be tolerated. However, the endorsement given to the first three

responses clearly indicates that the fortress mentality which evolved

during the 1970s is far from dead.

• Analysis of an open-ended question which asked whether the respondents had

any additional comments concerning the potential problems of the DSD

environment and what they were doing about them revealed the following:

Those giving low ratings to the potential problems of the DSD environ-

ment were those companies which had not done very much to establish

such an environment, i.e, set up information centers, install PCs, etc.
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Among those companies which had become actively involved in

implementing the DSD environment, the problems (such as data base

synchronization) were very real, and most respondents admitted they

did not have ready solutions.

• One measure which has frequently been quoted as a measure to indicate the

magnitude of the productivity problem has been the backlog of user requests

for systems. While backlog is far from an accurate measure and is subject to

rather unusual interpretations (e.g., there is some feeling that as productivity

increases the backlog will increase also because users will ask for more), the

results of our study indicate quite clearly that whatever it is, the backlog is

increasing (see Exhibit IV-IO).

Users were asked whether the backlog had increased or decreased since

1981, which was the year following INPUT'S major productivity study.

The results were not encouraging:

Twenty of thirty-three respondents said the backlog had

increased.

Eight stated it had remained the same.

Only five stated that the backlog had decreased in the last five

years.

The 20 respondents who stated the backlog had increased stated that

the increase over the last five years had been an average of 73%. The

five who said the backlog had decreased reported an average decrease

of 44%.

• A quick analysis of the five respondents who reported that their backlogs had

decreased provided the surprising information that three of the five did not
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EXHIBIT IV-10

BACKLOG ANALYSIS
(Since 1981)
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have any productivity tools installed (DBMSs, design methodology, 4GL, or

applications generator). This pronnoted a somewhat closer look which

revealed the following:

Only six of the respondents to the survey indicated that they did not

have any productivity tools installed. Three of those (as stated above)

reported decreased backlogs, one reported the backlog remained the

same, and two reported an increase in the backlog.

Of the two respondents reporting a decrease in backlog and the use of

productivity tools, one used two tools (IDMS and ADS/Online) and

reported a 50% decrease in backlog. The other reported the use of

three tools (ADRS, Nomad, and Mantis) and only a 10% decrease in

backlog.

Of the eleven respondents having IBM DBMS products installed:

Nine reported that their backlogs had increased.

One reported it had remained the same.

One failed to answer the backlog question.

Of the other 12 respondents having DBMSs installed:

Six reported backlogs had increased.

Four reported they had remained the same.

Two reported their backlogs had decreased.

Of the 19 respondents who reported they had 4GLs installed:

Ten reported that their backlogs had increased.
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Five reported that backlogs had remained the same.

Two stated the/ had decreased.

Two failed to answer the backlog question.

What does all this mean? First of all, it is probable that all of those backlog

figures which have been quoted over the years are of questionable value in

measuring anything. Secondly, the productivity "solutions" to the backlog do

not seem to be working very well. Finally, there does seem to be some

support for the opinion that the DSD environment does, in fact, increase

demands on the central development function. When asked to what they

attributed the increased backlog, most respondents stated that users were

becoming more knowledgeable and therefore more demanding. Essentially,

this means that users in the DSD environment cannot understand why what

they consider to be simple requests take so long, and they will not take "no"

for an answer.

While the backlog has been considered to be an indication of the need to

improve productivity, the heavy maintenance load has been considered to be a

primary cause of the unresponsiveness of the central IS department. There

are indications that the DSD environment does, in fact, reduce the perceived

cost of maintenance from the perspective of the development center (see

Exhibit IV-I I). This is understandable for the following reasons:

Routine maintenance in terms of report formatting and minor changes

can be made by either the information center and/or end users.

Prototyping leads to the classification of more work as development.

(The definitions of development and maintenance have never been too

clear in most companies anyhow, with the term enhancement being a

classification which can go either way.)
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EXHIBIT IV-11

MAINTENANCE (1980 and 1986)
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[ I
Development

Maintenance
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Some productivity tools, such as 4GLs, encourage (or even require)

connplete reprogramnning rather than modifications (maintenance).

It should not be assumed that the perceived reduced cost of mainte-

nance means that any major structural change has occurred in the

relative life cycle costs in most companies. In fact, there can even be

serious questions raised concerning the desirable ratio between

development and maintenance. For example:

If a high-quality system is installed and it is easily maintainable,

its life cycle may be longer than a system which may require

replacement relatively early. The maintenance costs of the

first may be substantially higher than the second, but it would

certainly be the most cost-effective.

Heavy development costs may indicate that is was difficult to

get a system tested and into production, whereas another system

went into production rather smoothly and started accruing

maintenance costs early in its life cycle.

There can be heavy development activity while merely redoing

existing systems and making them more expensive to operate.

Sometimes the decision is made to develop a new system

because no one wants to maintain the old one. The desire of

systems people to always be working on something new is not

necessarily the most productive use of company resources.

• INPUT'S concern about the DSD environment has been the distortion of what

we consider to be the priorities for establishing a plan for a truly productive

environment. Specifically, these concerns are as follows:

The DSD environment seems to be the antithesis of commitment to

quality. All of the emphasis seems to be on immediate results with

little concern for the development of a quality system.
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While end-user involvement would seenn to be a plus for the DSD

environnnent, the results of this study seem to indicate that the

development center views the primary benefit to be the fact that end

users are kept so busy doing their thing that they do not have time to

"interfere" with the major development projects. That is precisely

where end users should be involved.

Broadbased management of projects is not necessarily encouraged by

the DSD environment. In fact, there is the potential for establishment

of even more contention for resources. When end-user departments are

attempting to do their own thing with departmental processors and

personal computers, it will become increasingly difficult to get

commitment for the support of major projects.

The tools and aids of the DSD environment are directed toward

personnel who do not have a systems orientation. This results not only

in the training problems which are already apparent, but also means

that more inexperienced personnel are beginning to become active in

systems development. These personnel are not necessarily effective in

developing high-quality or even acceptable systems.

Finally, the emphasis remains on magic solutions to the problem of

developing systems. There is absolutely no evidence that any current

tools and aids are an effective substitute for thorough problem

analysis, good design, or high-quality personnel.

• In addition to all of the above, there are some serious questions as to the

impact of the DSD environment on productivity in the broader sense of the

word. It is INPUT'S belief that these questions are beginning to concern

executive management, and that is probably the reason for the infamous

computer industry "slump" which has occurred. And, it is our opinion that the

situation has the potential to get worse if the proper priorities are not

restored in the productivity hierarchy (see Exhibit IV-12).
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EXHIBIT IV-12

PERFORMANCE IMPROVEMENT
AND DSD

r cn r w n iviM IM^ c
LEVEL

IMPACT OF DSD
ENVIRONMENT*

1960s PROJECTED

Hardware - Software -2 -2

Human/Machine Dyad 0 0

Work Units ? -1

Institutional ? 1

* -2 = Strong Negative Impact

-1 = Some Negative Impact

0 = Neutral

+1 = Some Positive Impact

+2 = Strong Positive Impact
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At the present time, there is no question that the impact of the DSD

environment is resulting in increased demands for computer hard-

ware/software which are out of proportion to the measurable benefits

which are being received. There is every indication that we have

reached an Alice-in-Wonderland stage where it becomes necessary to

run harder to stay where we are.

At the human/machine dyad, there are serious questions as to whether

professional time spent sitting at a keyboard is really cost-effective or

more productive for non-systems personnel.

At the work unit level, it is questionable whether the increased paper

volume in offices (regardless of how pretty the reports are) is a sign of

improved productivity or merely a symptom of information overload

and an actual lowering of the quality of the contents.

At the institutional level, questions are being raised about the actual

impact of computer/communications technology. If the banking study

mentioned in the previous section is reasonably correct, these are

legitimate questions, and responsible executives are beginning to ask

such questions.

• All of the above are questions which individual organizations must answer for

themselves, but it should be apparent that computer/communications

networks are no longer accepted as an automatic solution to office produc-

tivity. INPUT intends to explore these issues in the Distributed and Office

Systems Directions report series which will be introduced in 1987. However,

without knowing what the actual situation is today, it is certainly not difficult

to predict that there are inherent dangers in the DSD environment which is

being established in an attempt to improve software productivity (see Exhibit

IV-2).
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We cannot keep throwing hardware and software at the productivity

problem without eventually impacting performance at other levels.

The projected impact of the potential problems associated with the

DSD environment which are presented in the exhibit are actually

conservative, but there is no question that it is possible for the impacts

to turn negative.

The impact at the human/machine dyad is generously assumed to be

neutral since it is assumed that responsible humans will only use

systems that do not seriously impact their productivity. Sooner or

later, end users are going to insist that they have ready access to data

rather than having to key it in and will get tired of manually handling

data bases, and if the technology does not support their particular

function they will not use it. However, the volume of information

available on the network will increase to the point where they will be

required to spend an increasing amount of their time handling both

paper and electronic information which does not necessarily enhance

their personal productivity.

INPUT'S emphasis has been on the fact that more information is not

necessarily better and that the quality of information has a definite

tendency to deteriorate in the DSD environment unless attention is

returned to quality. The research for this study indicates that there is

little concern on the part of systems developers for the quality of

information flow, and it is our belief that unless professional systems

people become concerned, the productivity of work units will be

impacted by the sheer volume of information which is available. (An

undue amount of time will be spent reconciling and arguing about

conflicting information.)

Degenerating information quality and increased computer/communica-

tions costs can have a decidedly negative impact on institutional

performance, and the potential for disastrous and even catastrophic
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impact are there in certain operating environnnents. (Some companies

may not be able to compete because of investments in systems which

fail or do not deliver promised results.)

• The case studies which were conducted for this report tend to substantiate

these conclusions concerning the DSD environment.

C. CASE STUDIES

• Three of the case study organizations are those which have been used in

previous INPUT reports on operating systems and departmental software. The

general characteristic of these organizations is as follows:

Case Study //I is an organization which closely follows IBM's perceived

operating system and networking strategy.

Case Study //2 is an organization which has made major modifications

within the IBM operating system architecture and is attempting to

maintain a presence in "both camps" between the IBM mainframe

orientation and an equally strong (and uncontrolled) minicomputer

environment.

Case Study //3 is an organization which integrated "administrative" and

"engineering" processing into an international network.

• It is recommended that the earlier case studies be reviewed in order to under-

stand the operating environments in more detail and to enhance the value of

the current case studies.

• The other two case studies were selected specifically for this report and have

the following characteristics;
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Case Study #4 is an organization which is currently planning the

development of a major system which is vital to its business.

Currently, there is a massive, tape-oriented system with 55 million

records, and the effort is directed toward an on-line transaction-

oriented system.

Case Study //5 is with an organization which has accepted the impor-

tance of maintenance and the impact that the DSD environment has on

the maintenance function.

I. CASE STUDY //I

• The organization is a major financial institution which has traditionally

followed IBM's general hardware and systems software direction.

Not surprisingly, IMS is the primary host subsystem (although it was

admitted that there was "some" CICS), but DB2 is required to provide

the desired flexibility for decision support. This dual DBMS strategy

gets rather clumsy across systems where it becomes necessary to

extract data from an IMS host "production" system and build relational

tables for DB2 on a development or information center system. The

mode of operation can be a batch run with magnetic tape output for

reloading on the other system. The impact on "ease of use" as an

operating systems objective and the implications for data base

synchronization and integrity are obvious.

But the story does not end there. At the end-user level, for reasons of

productivity improvement, it is necessary to have a variety of other

tools employed. These range from a Teradata data base machine down

to word processing packages on personal computers.
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• For this study, the vice president of end-user computing was interviewed. He

is responsible for internal and external timesharing services, personal

computers, and office automation. The purpose of the end-user computing

department is as follows:

To review hardware and software products for three operating

environments:

Mainframe timesharing systems (as described above).

Minicomputer systems (primarily Wang or IBM word processing

systems).

Microcomputer systems (Compaq PCs, various IBM PCs, Apple

Macintosh 512s, and Wang PCs).

To classify all reviewed products in one of four categories:

Standard "A," in which case the department actively markets

the product to internal users and provides full support (acquisi-

tion and installation assistance, training, and documentation).

Standard "B," in which case the department provides acquisition

assistance only if a Standard "B" product is not available (other

support is not provided).

Not Recommended, in which case no support is provided because

a better product has been found (or it is found that the product

does not satisfy user needs).

Under Evaluation, in which case no support is provided until the

product has been evaluated.
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• The obvious intent of end-user computing is both to provide assistance and to

exercise control over the hardware/software selections of the end-user

community. To give some indication of the magnitude of this undertaking, the

first end-user computing "Product Catalog" contained over 100 "Standard A"

products and a "Master Chart" of nearly 400 products which had been, or were

being, evaluated.

There are six internally developed "financial analysis and modeling

products" and 10 commercial products (such as Lotus 1-2-3) listed in

the catalog.

Several "reference (proprietary) data base facilities" are supported by

the end-user computing department. These require training and

qualification of both internal and external sources of the data.

There are 1 I DBMS and "information retrieval systems" products listed

in the directory. Four were developed by the bank (primarily enhance-

ments to Nomad2), and seven came from external sources.

There are 10 graphics packages supported by end-user computing,

including those integrated with packages such as SAS and Lotus 1-2-3.

The text and word processing packages supported are primarily Wang-

oriented (12 of the 16), but two packages are fully supported for the

IBM PC and compatibles (MULTIMATE and VOLKSWRITER).

Despite having internally developed office support systems (personnel

directory, electronic mail system, and mailing list system), the bank

also installed PROFS and found that it has "a life all its own."

Two statistical analysis packages are supported.
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Twenty-six systems products and utilities are supported from major

operating systems such as CMS under VM/SP (the mainstream operating

systems are MVS/XA and TPF supported by the central systems

programming group) down through a myriad of file transfer (and

backup) programs for moving files around among the various

mainframe-, minicomputer-, and microprocessor-based systems.

MS Basic is supported for "applications development" on micro-

processor-based systems, and Nomad (heavily modified) is supported for

mainframe applications development by end users.

Cross-functional interfaces include a virtual network for transferring

files across machines (and the output devices attached to those

machines) and between Wang operating systems (OlS and VS) and the

mainframe timesharing environment.

Regardless of the overlap of specific products in various categories

(such as Lotus 1-2-3), the cost of supporting just the "Standard A"

products listed above is obviously substantial, and the additional cost of

evaluating products is, in itself, awesome. For example, when the

publication was published, over 50 products were under evaluation,

ranging from DisplayWrite 3 to Wang Office and SYMPHONY, TIMM

(The Intelligent Machine Model for building knowledge-based systems),

and hardware such as the IBM LAP PORTABLE and the PC AT.

• Most of the products listed in the product catalog could be classified under

the general umbrella of "departmental software" even though there are

currently relatively few "departmental processors" installed. (The bank has

made a concerted attempt to stamp out minicomputers in line with its "true

blue" operating systems orientation.) These products are all designed to

improve white collar productivity from typists to loan officers managing

multibillion dollar portfolios. The bank is currently expending more resources

evaluating, installing, and supporting "solutions" for end users than most
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companies spend on problenn anal/sis and implennentation of the systems (both

computer- and paper-based) necessary to run their organizations. The end-

user computing department tends to focus attention on the end-user

"revolution," and several conclusions can be reached from its experience:

The variety of "solutions" (products) available far exceeds the defined

problems of the bank.

Even the most comprehensive office products address only a small

portion of the white collar productivity problem and would more

properly be classified as being "tools" rather than "solutions."

The availability of information processing tools immediately identifies

the major missing ingredient in the "solution"—data.

The ability to transfer data and files among various hardware/software

products on the network (the bank has invested substantial resources in

providing these facilities) soon reveals there is no assurance that the

quality of information generated by the process will be sufficient to

produce a measurable improvement in white collar productivity.

Indeed, it is felt that the quality of information could decrease

substantially (despite rapidly increasing investment in hardware/soft-

ware technology) if it were not for the end-user computer depart-

ment. In other words, it is necessary to expend an enormous amount of

effort merely evaluating and supporting the various "solutions"

available in the marketplace if chaos is to be avoided.

• In fact, it becomes difficult to realize that chaos has been avoided. When we

last visited the case study bank, they had installed IBM token ring LAN and

were reaching the conclusion that data base administrators (or LAN super-

visors) would be necessary in order to make effective use of the available

systems. Work units are complaining that they do not have sufficient
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information to manage their loan portfolios, and the bank is going through the

most difficult time in its history. It has tried practically everything IBM has

recommended (except the use of System 36s as departmental processors) and

has one of the more advanced environments for distributed systems

development, and nothing has worked.

While provision has been made to distribute data from corporate data bases,

these data bases themselves are in question. While there are 17 corporate

data bases of record under IMS, on investigation this grew to 40 data bases of

record and then to over 70. These "other" official data bases are under

"practically every" access method, and reconciliation problems at any given

point in time can run into the billions.

Despite the fact that the case study company has invested enormous amounts

in computer hardware and software productivity tools and has had a number of

outstanding systems personnel give it their best shots, the quality of data and

information available for running the business appears to have degenerated

over time. Fundamentally, the problems the institution have had are systems

problems which have been exacerbated by using the very tools which have

been proclaimed to be solutions.

CASE STUDY //2

The second case study organization is a leading university which was a sponsor

of INPUT'S major multiclient study on productivity and which has the

following characteristics:

The university is on the leading edge of computer/communications

technology, having served as an early testbed of LANs, and it is

currently installing an integrated voice/data network on campus.

Computer literacy is an active program among faculty and staff, and

"work at home" is encouraged over the public network.
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Proprietary IBM operating system enhancements are complemented by

an advanced DBMS (the equivalent of a 4GL is integrated with the

DBMS), electronic mail system, text processing system, and a graphics

and printing system. (These services are actively promoted through the

central information technology services department.)

These central services are IBM host-oriented, but minicomputers

(primarily DEC) are installed in many departments (frequently in

connection with specific research projects or grants). As mentioned in

the operating systems report, this has resulted in the central processors

being viewed as a node on Ethernet, and the manager of systems

programming stated, "they try to keep a foot in both camps" by

providing access to both DEC and SNA terminals.

However, the office automation effort on the campus has been placed

under administrative information services which is essentially oriented

toward a large-scale IBM mainframe. Due to the nature of the

academic environment, very little effective control can be exercised

over the selection of particular hardware/software products used by

the various schools on the academic side of the university.

Therefore, the acceptance and use of productivity tools over the

university's network hierarchy provides some insight into their useful-

ness. Fortunately, departmental information systems had just

completed a study of office automation on the campus, and while it

was not designed to focus on software productivity issues, it does

permit certain conclusions to be drawn.

• The word processing and DBMS developed by the university were installed long

before personal computers became available, and an extensive electronic mail

system has been available for a number of years. The recent survey revealed

the following:
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There is a trend to move off the central mainframe systems for both

word processing and DBMS despite the availability of well advertised

and promoted systems on the mainframe which have richer functional

capability. (The DBMS system was established as a standard for all

systems development a number of years ago.)

The EMS system which was made available free for one year has seen

use drop off since it has started to be charged back to users.

The graphics and printing system is one of the most advanced in

existence, and it is used extensively (as would be expected considering

the publishing which is done on the academic side). However, the

service was provided at a substantial loss during the most recent

academic year.

The reasons given by the defectors from the central system are "don't need it"

and "it costs too much." The study concluded that the failure to use the

central tools was regrettable because the real payoff normally came from the

integration of "individual, departmental, and central administrative systems

(institutional)," and this was possible only through the central facility.

The central IS function's view of the DSD environment is that the off-loading

of word processing is understandable because of cost, but the somewhat

limited use of the EMS system is difficult to explain because the systems

department itself finds it very useful and it has been actively promoted on

campus. Spreadsheet packages are considered to be error prone, and they are

attempting to work with users to standardize their applications. As far as

data base systems on PCs are concerned, it was stated that as soon as end

users want to build data bases, they must receive extensive systems training.

The administration of the university is concerned enough about the problem

that a "team for improving productivity" (TIP) has been set up to review the
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problem. This team started nearly three years ago to explore the "under-

utilization" of hardware (at all levels in the processing hierarchy) and the

tools and services which had been made available.

The team started by making hardware inventory in order to find out

what was really "out there" and was surprised to find how much

processing power was scattered around.

Then it was discovered that while there was hardware and software not

being used, there were questions about the true productivity impact of

computer use on managerial and professional personnel. Services which

were thought to be valuable such as EMS were going unused, but some

administrative personnel spent abnormal amounts of time rekeying data

into PC software packages. Paper remained the primary information

flow across the organization.

The TIP group confirmed the IS group's conclusion concerning the use

of PC software (word processing, spreadsheets, and DBMS), but the

true impact on productivity became further clouded by the following:

The concern about managers and professionals sitting at key

boards.

The feeling that the increased length and volume of communica-

tions made even word processing suspect for productivity

improvement.

The true cost of training end users in the effective use of the

systems was far higher than anyone wanted to admit (much less

pay for).

The maintenance of personal data bases was viewed as becoming

a problem quite rapidly, and they concurred with the central IS
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function concerning the need for systems training for those

setting up data bases.

Then, when the TIP team got to the departmental systems (which for

the reasons previously given are uncontrolled nodes on the network),

they discovered that in order for them to be effective they required

dedicated personnel—analysts, programmers, or something.

The TIP team is becoming convinced that the best available hardware

and software tools do not necessarily lead to better information unless

professional systems people are involved. And, the team concurs with

the study in its finding that integration across the three performance

levels (individual, departmental, and institutional) is necessary for real

payoff and that this does not come automatically.

In addition, there is concern that the trend toward "iterative program-

ming" (prototyping) in the systems area may lead to problems with both

internal and external auditors. And, the team has been alerted to the

fact that security is a "terrible problem" which can only get worse as

the network grows.

• The information technology services department has come to the following

conclusions concerning the role of a development center:

The problems of data structuring are much more important than

programming.

The most important developments for improving productivity over the

next five years will be:

Expert systems (the university is a leading center for artificial

intelligence).
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Micro/mainframe "cooperative processing."

And, "perhaps the most important of all," an understanding of

the information process.

The role of the central development function will change with less time

being spent on development activities and proportionately more time

on quality and general consulting.

Generally speaking, the university is taking the same broad assessment of

productivity improvement that INPUT has recommended. Since 1980, they

have had a number of years of heavy development activity during which most

of the major systems have been replaced, including a major hospital system

which was purchased. Currently, systems staff time is split approximately

25% development and 75% maintenance, and increased effort is going into

making distributed systems development work. Office productivity is recog-

nized as being of primary importance, but the cost of delivered services is

coming under close scrutiny.

CASE STUDY //3 v

While the productivity strategies of Case Studies I and 2 may seem quite

different, there is a striking similarity in sharing IBM's aversion for mini-

computers in the processing hierarchy. The third case study involves a

semiconductor company which, while maintaining an IBM mainframe orienta-

tion for administrative processing, has established an interconnected network

of DEC minicomputers.

The director of corporate information services (CIS) was first interviewed for

this study shortly after his department was featured in the in-house monthly

newspaper (March 1986). The first paragraph of the article was as follows:
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During the past few years, CIS has been diligently turning localized,

nnanual systems throughout the company into global, electronic

systems. These advanced, interconnected information systems are

bringing us closer, step-by-step, to the highly efficient, 'paperless'

society of the future."

This clearly stated objective of eliminating paper-based manual

systems with computer/communications networks addresses informa-

tion flow within the company. it goes far beyond current office

automation systems which seem to concentrate on producing printed

documents more efficiently.

• INPUT believes that this represents a solid foundation for a comprehensive

productivity plan.

Fundamentally, a commitment to quality has been made and the

general direction has been established. In a not too subtle fashion, it

states that the company is going to change the way it has been doing

business. Computer/communications networks are going to replace

what has been the primary information flow within the company-

paper.

Since end users are normally responsible for paper systems and proce-

dures, it is obvious that they must become involved in replacing those

systems. End-user involvement is assured as soon as the director of

CIS commits to replacing the operational systems which are currently

being used to run the business. In the published article, this

commitment and challenge was stated as follows:

"When you consider that over the past two years we've grown

from about 400 terminals to 1,400 terminals and that dozens of

slow, manual systems that had been plugging along for years

have been replaced with highly efficient electronic systems that
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give people all over the world input and access, you can see the

way our world is changing."

"Information is becoming more accessible, and there is a need to

take strategic advantage of that information."

Broadbased management is also virtually assured by clearly and

publicly stated goals. If management does not support the goals and

objectives, they have an opportunity to become involved. The fact that

the number of terminals supported on the network more than tripled

during a two-year period when the semiconductor industry was in a

major slump clearly indicates the support of management at all levels

in the company. As the director of CIS said: "High tech has got to go

high tech. If we don't, we're dead."

In an environment which has the base of the productivity pyramid in

place it is not difficult to attract and retain effective personnel. In

fact, it practically goes without saying that an organization which has

a comprehensive productivity improvement plan and is making progress

toward its goals has effective personnel.

Given a comprehensive productivity improvement plan, the right

tools/aids/methodologies practically become an afterthought.

• The development environment which has been established can be generally

defined as follows:

IMS is the primary DBMS, and it is not anticipated that it will ever be

replaced. When asked about DB2, and its key role in IBM's distributed

data base strategy, the response was: ". . .if we had waited for IBM to

build our network, we would still be waiting. In fact, if we had waited

for anybody to build our network we would still be waiting, and we

can't wait."
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TSO has been used to develop the 17 major commercial systems, and

the primary objection has been the heavy overhead associated with its

use. FOCUS (under VM) has been used to develop 250 "end-user

systems," and they are reasonably well satisfied with it. However, the

director of CIS wants to see all development on micros. ("You don't

need a 3090 or even a VAX to develop systems.")

Multiple languages are employed within the company, and Cobol, PL/I,

Fortran, and Pascal are all supported by CIS.

They are committed to DIOSS on their LANs and, when first inter-

viewed, the director of CIS was waiting for IBM to announce a "4300

micro" which would be VM/DIOSS-oriented and could be used as a

departmental processor. Since IBM announced the 9370, he still does

not feel that IBM has as much understanding of distributed processing

(departmental processors) as DEC does.

Electronic data interchange (EDI) with vendors and customers is of

major priority, and they are now in the process of determining the

hardware and protocols which must be supported in order to satisfy

most of these requirements. (The importance of communication

standards is recognized, and the director of CIS decided years ago that

IBM could not be expected to provide necessary solutions to his

problems. He spends considerable time on industry efforts to address

communications problems and establish standards.)

Very little thought has been given to PC systems software. (There

seems to be the general attitude that the top-down approach under the

greater SNA umbrella will eventually encompass them anyway, and who

cares what they are doing when they are not connected.)
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Among the other tools employed are a concentration of products which

address performance, accounting, and security weaknesses with IBM

systems. Performance and security on the networl< are recognized

problems and are scheduled for improvement under the CIS plan.

The focus within the company is clearly on network management and not the

operational problems within individual processors (or processor complexes)

except in so far as they represent bottlenecks to information flow. Generally

speaking, little attention is given to minicomputer operating systems and no

improvement project is scheduled on the DEC systems. However, there is a

specific plan in place to "upgrade/improve MVS-SNA software." This plan

states:

"This project involves upgrading installed software products to current

levels and releases plus adding two products to provide data for

network utilization and performance tuning."

"The MVS-SNA network has reached the practical limits of the

software installed. Replacing/upgrading the software will provide the

safety required to avoid having the software environment restrict

business expansion and growth and will keep (us) current."

The message here is very clear, the company does not want software

tools (in this case, IBM's networking and operating systems strategies)

to be the limiting factor on the expansion, growth, and flexibility of its

business.

The fourth case study seems to support the statement made by Ken Olsen

(CEO of DEC) at the time VAXmate was announced: "The problem is that

everyone's been going about this backwards—buying lots of computers and

then trying to connect them together. We have to start thinking about the

computers as peripherals. You start with the network, then you hang the

computers on later." The director of CIS would certainly seem to agree with
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this statement, and it would appear that a great deal of progress can be made

by not going about it backwards and addressing the problems of the nodes

before building the network. Perhaps the greatest productivity tool of all is

to start addressing information flow before building enormous central data

bases and to provide everyone with tools to generate any information they

think they want.

4. CASE STUDY #4

• The fourth case study is of a major publishing firm which is in the process of

converting a major batch system which is primarily tape-oriented. The file

contains 55 million records and is one of the most complex mailing list

applications in the world. At the present time, the more complex logic of the

system is written in assembly language. The system is the key to the

publishing firm's business plan. Its characteristics are as follows:

The system presents a "mosaic of people and residences coming

together and separating over time." The primary objectives are to

maintain an up-to-date list of specific people and their residences, so

that an annual promotional effort can be accurately addressed. Based

on long experience, the company knows the following:

The number of subscriptions which will expire each year.

The percentage of new subscriptions which will be received from

the population of people who receive correctly addressed

promotional material.

The mailing list is actually the key element in the company's business

plan. Adding new prospects to the mailing list (and tracking those who

move) is the means by which the company maintains its sales and

grows. The list is maintained from various sources including state

motor vehicle registration lists and outside mailing list suppliers.
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although these are used primarily for cross checking their own list,

which is usually more accurate. Use of the list peaks during a

promotional period which spans several months. The system is an

operational horror. Once the mailings start, you have reached the

point of no return, and the quality of the list determines the success of

the campaign (barring any operational failures).

The plan is to move the system from its current serial batch orientation into

the wonderful world of DBMS, and IMS has been selected. The system will be

programmed in COBOL. Originally, the plan was to have a single project

extending over several years and then cut the system over. However, a

phased approach is now planned with the first phase to be operational in

January 1988. Even the phased approach becomes extremely complex because

of the size of the data bases which must be maintained and the many sources

(and formats) of outside data which are used. There will be a requirement to

maintain the view of data as a sequential tape file for an extended period of

time.

Despite the complexity of some data analysis and logic built into the

programs, the real problem is one of data structuring and the volume of

processing which will be required to build, maintain, and operate the data

base. The project team considered a number of applications development

tools and selected Knowledgeware because of its rigor in data definition. The

experience to date has not been entirely satisfactory because of some "little

technical bugs," and the fact that the ability to consolidate different parents

and roots does not yet exist on the mainframe. (Evidently, the ability

currently works from PC-to-PC but is only going into Alpha test on the

mainframe.) Nevertheless, it is felt that such a facility is essential for the

development effort, and the company will continue to test the facility.

Having already established an information center, the company has used IMS

for screen design and RAMIS for report generation in the past. However,

these are not considered appropriate for major applications development. The
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merger of Knowledgeware with Tarkenton caused some brief reconsideration

of Gamma as an applications development system, but this was not taken too

seriously because applications generators are not considered to be suitable for

the complex logic which is required in the mainline applications.

• In fact, as the conversion project goes on, there is increasing concern about

potential hardware/software performance problems which may be associated

with using IMS for very large operational data bases. The case study company

has asked to talk with other organizations which have used IMS for

comparable applications and, as this report was being completed, they have

not received any satisfactory references. During the course of their inquiries

concerning IMS performance with very large data bases, the subject company

has uncovered some additional causes for concern:

They learned that on very large data base development projects, fully

half of the development effort involved preparation and running of test

cases against the data base(s). This was completely out of line with

their past experience with development projects, as well as with the

19% of development effort which has been fairly consistently reported

for testing and debugging on "normal" development projects.

When IBM was unable to supply reference locations for very large IMS

data base projects, the case study company made discrete inquiries

concerning IBM's internal use of IMS. It was discovered that IBM does

not use IMS for some of its largest and most critical applications. A

case in point being the IBM order entry system which was developed

using many BDAM files, and which operates at transaction rates which

are six to seven times those which can be achieved by IMS for

comparable processing.

It was also learned that IMS may not have the flexibility they are

seeking for the system they are planning. However, considering there

are potential performance problems even with IMS (supposedly the
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DBMS for operational data bases), it is felt that DB2 is not a practical

alternative. Therefore, the project will proceed with all due caution.

There is no question that data base design and implennentation are the primary

problenns which confront the developers of major new commercial applications

systems. The tools for design, implementation, and management of data bases

have been in existence for some time. These tools have been of great value in

many applications, but it is important to recognize that there is a cost associ-

ated with general purpose systems which becomes unacceptable on central

data bases of certain sizes and with certain transaction rates. Vendors are

naturally reluctant to establish clear guidelines for the use of their systems,

especially if they feel performance problems can be overpowered with

additional hardware. Potential users who are in a performance grey area have

every right to be concerned; there is nothing less productive than developing a

system which just does not work.

CASE STUDY //5

The fifth case study organization is a pharmaceutical company which has

actively pursued software productivity improvement by reviewing and testing

various products and approaches, as well as engaging outside consulting assist-

ance in establishing a program of productivity improvement. Nearly five

years ago they became quite interested in "information engineering" as it was

originally defined by James Martin and Clive Finklestein. Several work units

received outside training in defining information requirements based on

business needs and functions, and tools provided by the consulting firm were

installed. The approach was a step back from the "big bang" theory of

information resource planning which had been made popular by IBM's Business

Systems Planning (BSP) approach. However, it turned out that even the

modified approach suffered from the same problem which a respondent in an

earlier study identified by saying: "BSP is a good idea which is impossible to

implement." The consulting firm which was promoting "information

engineering" is no longer involved in the productivity improvement program of

the case study company.
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• Since then the company has pursued a rather more practical approach of

attempting to get experienced systems personnel into close and continuing

working relationships with specific organizational entities within the

company. In addition, the same systems personnel are made responsible for

development, enhancement, and maintenance of systems within their organi-

zational areas of responsibility (as well as helping end users with software

productivity tools). This approach is designed to give emphasis to the base of

the productivity pyramid (commitment to quality, end-user involvement, and

broadbased management) with special emphasis on being sure effective

personnel are available through the recognition that enhancement and

maintenance are of crucial importance and require experienced personnel.

• The interview was conducted with a systems analyst/programmer who has

over 20 years of experience and has been with the case study company for

seven years, the last five of which have been spent with the human resources

department. She is currently active in the Software Maintenance Association

because she firmly believes that maintenance takes precedence over develop-

ment in assuring end-user satisfaction, which translates into a high-quality

system to meet the company's information needs.

• The company currently has SDM installed, but the respondent stated very

simply that: "It doesn't help; it creates excess documentation. You can get

the system up and running before you can get the documentation done."

Productivity tools most frequently employed are:

Focus, DBS, TSO, IDMS, Inquire, COBOL, and VSAM are all used for

various systems and applications. This means that anyone maintaining

or enhancing the various applications (or working with end users) must

be "multilingual."

End users are primarily concerned with report generation and routine

maintenance of reporting systems. Enhancement is the responsibility
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of systems personnel and must be budgeted for just as development

would be.

The question was asked: "Does maintenance ever result in significant

enhancement of systems, and do new applications get 'maintained and

enhanced' into existence?" The answer was: "There is some tendency

for this to happen, but that has always been true hasn't it? And, there

is really nothing wrong with it as long as it is in the best interest of the

company. I can make a pretty good argument that the overhead of

development projects is the real cause of the productivity problem in

the first place. If 1 am working closely with my users and we can keep

them satisfied within the maintenance budget, that benefits both of us

and the company. The fact is that systems evolve over time under any

circumstances. What is prototyping except the recognition of what has

been happening? If you're smart you just don't start over from

scratch."

When asked about the promised benefits of 4GLs and their impact on mainte-

nance. The answer was just as pragmatic: "Look, there is no magic in 4GLs;

they have been around for a long time under other names. They are just

another James Martin thing. Have you read what Nicholas Zvegintzov (the

editor of Software Maintenance News) has said about Martin? Some people

take issue with him because they like Martin, but the fact remains that 4GLs

have created a whole new set of problems; getting results fast isn't always the

answer. Some people start over with a 4GL rather than maintain or enhance

an existing application or use existing code. That isn't economical, and then

you wind up with a lousy application that frequently has to be redone or

replaced. We try to control end-user use of 4GLs. And, no I don't believe that

applications programmers are going to disappear either."

When asked about productivity and how it can be improved, she made the

following statement: "I've been around for a while and I have programmed in

a number of languages starting in Fortran, then assembler (which I preferred
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for a long time), never did like Coboi, and 1 have used 4GLs and various data

base systems; you use what is most appropriate or what someone else stuck

you with. However, there is only one thing which makes me more

productive— I have to know my customer's business. That is all there is to it;

you can't expect end users to be systems people—that is my job. And, neither

of us can be productive if I don't know their business because I am either going

to take too much of their time or 1 will develop a rotten system. So I have to

learn their business and stick around long enough to help them run it. Most

programmers aren't doing that, they prefer to develop and run, frequently

before the project is finished (much less sticking around to make it really

satisfy the user's needs)."

• We concluded the interview with the general agreement that Gopal Kapur, a

productivity consultant, is probably correct when he states that he can

guarantee any company a 20% increase in software productivity practically

overnight. The answer is to fire 20% of your analysts and programmers; the

trick is knowing which ones.

• That is an appropriate ending for the evaluation of current solutions to the

productivity problem. Practically anything will work in theory, but nothing

seems to be working in the real world.
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V FUTURE DIRECTIONS

A, INTEGRATED APPLICATIONS DEVELOPMENT SYSTEMS

• Both the telephone interviews and the case studies clearly indicate that the

development functions in most companies still have a "productivity

problem." The case studies in particular point out some of the problems which

continue to confront the organizations responsible for the development and

maintenance of major applications systems.

Case Study //I has invested enormous resources in following conven-

tional wisdom concerning DBMS, ^GLs, information centers, and end-

user computing. In fact, the company continues to spend enormous

amounts merely evaluating tools, aids, and approaches to productivity

improvement. And yet, the quality of information within the company

has deteriorated to the point where it has become increasingly difficult

to run the business.

Case Study //2 has invested a substantial amount in developing its own

tools and providing end users with communications and information

systems which should improve office productivity substantially.

However, many potential users reject the tools and services and prefer

to use personal and departmental systems. Productivity and systems

quality remain of continuing concern, and the effectiveness of installed

systems is coming under increasing scrutiny.
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Case Study //3, while taking a network approach to infornnation flow

and having the meaningful goal of automating manual systems and

reducing paper, has established parallel (albeit interconnected)

networks for "engineering" and "administrative" information. Vertical

integration of mainframes, minicomputers, and microprocessors has not

been addressed, and the company's assumption that PCs will be

integrated under the greater SNA umbrella may find them obsoleted

before such integration ever takes place. (In other words, the PC

systems which are currently being developed will have to be replaced

along with their supporting manual systems.)

Case Study #4 represents a slightly exaggerated case of a classic

problem—at what point do generic solutions fail to solve problems (in

this case, complex logic and very large data bases) because of

implementation and/or operational costs. Anticipation and prediction

of performance impact of various tools and aids has become a problem

in its own right.

Case Study //5 clearly points out that the use of various tools and aids

actually complicates the already recognized maintenance problem. In

addition, the solution to the maintenance problem—having a highly

qualified, long-term programmer/analyst assigned to the end user-

raises the old familiar question: "What if something happens to the

person who has been responsible for these systems for the last X

number of years?"

• If there is one very strong message which is coming back from the develop-

ment centers, it is the fact that no single solution has been developed for the

problems which have been identified with either computer/communications

networks or distributed systems development. Multiple languages, data access

methods, communications access methods, and operating systems become

necessary when dealing with today's development environment. At the very
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least, integrated applications development systenns (IADS) with the following

characteristics are required:

Very high level languages should be available for process description

from design specifications, and these languages should facilitate the

generation of applications in various target languages (COBOL, PL/ 1,

etc.). This implies the internal use of a meta-language or pseudo code

to facilitate the support of various target languages, and the

compilation of those target languages into optimized machine code.

Terminals (intelligent workstations, PCs) should be supported with

screen design and reporting facilities which are both screen driven

and/or data driven. Various terminal access methods should be

supported, and there should be flexibility of the target terminal system

during prototyping of the application.

Object-oriented data definition, description, and modeling capability

should be available during development (and/or prototyping), and there

should be flexibility during the development process as to the target

DBMSs or access method(s) which will be employed in the installed

system. This implies an internal data description meta-language or

data schema (probably set theoretic or relational) which should also

facilitate the transformation of data structures.

While the generated application system should be independent of the

development system, and therefore maintainable in the native (target)

environment, the development system should also be capable of addres-

sing all phases of both the development and life cycles. This means

that testing, debugging, and installation documentation aids must be

available through the IADS, making it capable of being the only

development and maintenance system which is used.
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Last, but not least, the IADS must be able to generate applications

which will operate in a variety of operating systems environments.

This implies the generation of JCL and command structures.

Integrated applications development systems are becoming available. INPUT

recently had an opportunity to evaluate one such system (which is not

currently available in the United States) which seemed to be quite promising.

However, during the process of attempting to find a potential partner for the

marketing of such a system, it was determined that several organizations

which market specific tools (DBMS, 4GL, or utility packages) either did not

understand the significance of an IADS or were only interested in a system

which incorporated their particular product to the exclusion of others. This

rather short-sighted attitude may mean that some companies prefer to ignore

today's market requirements in order to promote yesterday's solutions.

However, IADS are beginning to emerge, and INPUT has found that users who

have evaluated and/or installed such systems normally look at the same five

systems:

APS (Advanced Programming System) from Sage Systems, Inc.

Gamma (which theoretically will now be integrated with Knowledge-

ware) from Tarkenton Software, Inc.

Pacbase from CGI Systems, Inc.

Telon from Pansophic Systems, Inc.

Transform from Transform Logic, Inc.

While these systems vary substantially in terms of their functions, price

($100,000 to $250,000), age (Pacbase has been around for over ten years and

Transform was only introduced in 1986), and target environments, they have
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one thing in connmon, they were ail originaily developed by relatively small

organizations. Again ennphasizing the fact (which most of us have known for

sometime) that large software organizations have great difficulty in

developing high-quality, innovative software products. (As one of the

software pioneers interviewed for this study has stated many times: "Let me

know when you find a software system which everyone is really proud of and

which was developed by a large group of people.") Past solutions become part

of the problem when attempting to adjust to changing market requirements.

• While it is beyond the scope of this study to analyze IADS in detail, and they

did not show up in our interview schedule (except for the case study company

which had evaluated Gamma), we did do a spot survey of companies which had

installed them and found the following:

There is normally a lengthy evaluation process, and when making such a

serious commitment (both financial and technological), companies

normally review a number of products. When an organization is looking

for an IADS, it is normally aware of the ones that are available (those

interviewed were aware of the above products).

Even those who are currently using an "older" system such as APS or

Pacbase state that their decision to install an IADS has "paid off."

There is tremendous enthusiasm among some of the users.

One user stated that all future development work would be done

in Telon.

A Transform/IMS user stated that applications development was

done in one-tenth the time, and certain projects would not even

be considered if the system was not available.
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• While it is considered wise to temper such enthusiasm with the knowledge that

the users interviewed were recommended by the vendors, and IADS are far

from a total solution to the productivity problem, it is important to recognize

that such integrated systems have value beyond "replacing COBOL" as a

development language. After all, there has never been any question languages

superior to COBOL are possible and even necessary in certain environments.

The important fact of the matter is that IADS are necessary because we are

evolving into a multi-operating system, multi-DBMS, multilanguage environ-

ment in which computers and communications and data processing and office

automation must be integrated. Applications must be flexible in order to

evolve with this environment; otherwise, past maintenance problems are going

to appear trivial compared to what we will be confronted with in the future.

B. NETWORK EVOLUTION

• For over ten years, in hundreds of reports and presentations, INPUT has

presented a "proper" hierarchical network consisting of very large main-

frames, minicomputers, and intelligent workstations. Both the economics and

the appropriate assignment of function have been explored in some detail.

Finally, in 1986, it has been "discovered" that minicomputers do have a place

in the networks. Unfortunately, probably for all concerned, the economics are

being emphasized without regard for the proper distribution of function. The

arbitrary distribution of applications on a decentralized basis (to either

minicomputers or microprocessors) is going to present problems of data base

quality control which could be disastrous for many organizations.

• With all due respect for minicomputer vendors, and we have certainly

supported them on a technological basis over the years, it is not clear that

they either understand or are concerned with the problems which are

associated with distributed data bases. The current trend seems to be to chop

as much processing as possible off the mainframe on an application-by-
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application basis. In nnost cases this will eventually have a substantial adverse

innpact on the quality of infornnation in the organization. The trick is to

distribute the applications themselves over the network (mainframe,

minicomputer, and intelligent workstation) properly. Applications develop-

ment tools (such as the integrated applications development system defined

above) which support this proper distribution are required, and it is not

apparent that many hardware/software vendors are sensitive to the problem

much less intent on solving it.

• While it certainly has not been sensitivity to the problems of distributed data

bases which has motivated IBM's reluctant approach to distributed processing,

the highly centralized SNA approach which has evolved over the decade makes

more sense now than it has in the past. With the announcement of the 9370,

IBM has clearly signaled its preferred solution to the problem and that

solution will become increasingly clear during the coming year (see Exhibit

V-l).

Large mainframes become big data base machines with multiple DBMSs

and access methods installed. VM provides the means of integrating

lower levels of the processing hierarchy and "other" operating

systems. MVS/XA remains the primary "production" operating system

in an environment which will, like it or not, be heavily batch oriented.

The 9370 is a minicomputer by INPUT'S definition (processor costing

less than $200,000). We have never taken seriously IBM's other distrib-

uted engines (3790, 8100, System 36, System 38, and various control-

lers), but at long last we take the 9370 seriously. VM is the tool for

integrating preferred guests (IBM's other operating systems—VSE etc.)

and for replacing less welcome systems which are on the

network—competitive minicomputers whether of external or internal

origin.
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EXHIBIT V-1

IBM'S PREFERRED SOLUTION

V

PC DOS
s

Current PC
PC DOS
MS DOS

Mainframes
309X

Minicomputers
9370

Micro

(386)

VM
MVS/XA
IMS/DB2/VSAM/
Sequential

VM (With IBM
"Guests")
DB2/VSAM

VM (With

Preferred
"Guests")
DB2
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DB2 is the vehicle for distributing data bases, and it is a good choice.

Despite his sonnewhat abrasive and contentious approach to defending

his creation, Dr. Edgar Codd is right about the importance of the

attributes of the relational model, especially as they apply to distrib-

uted data bases. (Perhaps he will even succeed in getting IBM to shape

up after all these years.)

it is INPUT'S opinion that IBM's preferred microprocessor solution will

exhibit the same properties as the 9370—370 architecture, VM for

integration of existing operating systems, a new proprietary operating

system for replacement of existing operating systems (for truly distrib-

uted applications), and the common thread of DB2 for distributing data

bases.

• It should now be understandable why the flexibility of the IADS which was

described in the previous section is so important. There is a great need for

providing the flexibility for applications systems (and/or portions of applica-

tions systems) to run in different environments. They may either grow up

from the desktop or be distributed down from the mainframe. While certain

functions can be assigned to their proper level in the processing hierarchy

during the design phase of the development cycle, the lesson learned with data

bases must be remembered—organizational changes (centralization and

decentralization) will occur and flexibility must be maintained to accommo-

date change in the network structure as well as in the data bases themselves.

• In other words, applications systems are going to continue to evolve in

unpredictable ways even if the physical network itself remains constant

(which it won't). Fundamentally, the concept of physical data bases will be

replaced with one of information flow among and between humans and

computers, and the applications systems being developed should be designed

with that in mind (more on that later).
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• IBM has slowed the development of effective computer/communications

networks (distributed processing) despite technological and economic justifi-

cations which have been clearly apparent for over a decade. The events of

the last year do not indicate that IBM can no longer exercise control over

network development—its tools for such control remain awesome (SNA,

operating systems, and DBMS)—but they do mean that IBM may choose to

exercise a hardware/firmware/software strategy which could be substantially

more damaging to certain categories of competitors than it has in the past.

C MEDIA REVOLUTION

• While the evolution of computer/communications networks has been excruci-

atingly slow, the move away from paper-based manual systems and the glut of

paper information created by current office automation efforts will be

substantially more rapid. The problems associated with burgeoning paper glut

and the payoffs associated with reducing paper information flow are so great

that paper cannot remain the primary information media. In addition, a

technological breakthrough in storage media in the form of optical memories

is going to make the economics even more compelling.

• Increasing numbers of development centers are going to be adopting the goal

that "inefficient manual systems" must be replaced (just as Case Study //3 has

already done). The systems being developed and the tools to support such

development will be extended beyond the printed document. With optical

memory technology being introduced into computer/communications networks

at Levels II and III (minicomputers and intelligent workstations) before it is on

mainframes, concepts of data base distribution and management are going to

have to change significantly.

• IBM has a critical stake in maintaining revenues from magnetic storage while

also addressing the more promising aspects of office automation (such as
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replacing paper-based systems). It is INPUT'S opinion that while IBM may

slow the acceptance of optical memories on mainframes, it will be relatively

powerless to control their use at the desktop and departmental levels.

Critical changes are occurring in the way data/information/knowledge will be

stored and communicated, and IBM will not be able to control these changes

as they did distributed processing (see Impact of Upcoming Optical Memory

Systems, INPUT, 1983, and this year's CD ROM report series for more

detailed analysis).

• Considering the fact that paper has been around for a couple of mellenia, and

the printing press for several hundred years, a fundamental media change

away from paper must be considered a revolution. This revolution makes

current desktop publishing activities about as important as designing a new

kind of buggy whip for a horseless carriage.

• The necessity for maintaining flexibility during times of revolution provides

another good argument for maintaining flexibility during the systems

development process. Tools and aids should not be tied to existing storage

devices, access methods, or media. The media revolution is another good

argument for the type of IADS which has been described above.

D. AI AND ALL THAT IMPLIES

• At year end 1986, the usual MIS "wish lists" for 1987 were compiled and

published. Practically all of the MIS executives interviewed wanted produc-

tivity tools, and many mentioned tools (such as 4GLs) which were already

available, immediately raising the question of why they had not done some-

thing about their problems already. However, a number responded with

statements which indicate they have already adjusted their thinking to bigger

and better things. For example:
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One executive of a major bank expressing the need for "one thing and

one thing only—error-free code" went on to say: "I want a voice tube

that you can speak into and out the bottom comes code."

Another manager of systems development stated his wish as follows: "I

would like to have a piece of software that could design software.

With a product like that, I wouldn't need any programmers."

This type of "fifth generation delusion" is currently being propagated by some

advocates of artificial intelligence and expert systems and by many less

informed journalists. While this can be expected, it is rather disconcerting to

see supposedly responsible MIS executives dreaming of a new generation of

magical solutions rather than attending to the problems at hand. Getting rid

of programmers is easy, all you have to do is call them analysts, knowledge

engineers, end users—practically anything. However, do not expect to

eliminate the necessity for communicating with a computer in a logical

manner when instructing it what to do, when describing the information you

need, and when using its data.

It should be apparent that the domains of experts systems are entirely too

narrow for general purpose problem solving such as that involved in most

systems analysis of complex business problems. And if code generation is all

that is desired, conventional approaches which are already available will

continue to be more productive in the foreseeable future. The probability

that Al and/or expert systems will have significant positive impact on produc-

tivity in the systems development process within the next ten years is

extremely low. In fact, the probability that expert systems will have negative

impact on productivity in the systems development process is much more

likely as the more creative and inventive people try developing expert systems

rather than working on the more practical problems of the business world.

The big recent news in expert systems is that one vendor has linked its knowl-

edge-based systems with relational data bases. (INPUT suggested this would
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be both desirable and necessary in Artificial intelligence and Expert Systems

in 1985.) However, now the controversy within the Industry centers on

whether such capability should be innplementing in "C" rather than Lisp as

Intel liCorp has done. Isn't it interesting that some advocates of AI are telling

us we should be able to instruct our computers in natural language, but when

you build expert systems the language controversy continues to rage?

As mentioned previously, the trend toward natural languages for

instructing computers seems to be something of a misguided effort,

primarily because natural language (in our case, English) is inappro-

priate for humans to use in describing algorithms, procedures, logic,

decision trees, data structures, and practically everything else a

computer is good at doing. So even if we learn to translate natural

language into computer language, what do we have Is a language which

is difficult to use in describing the very things computers do best.

The Japanese want to "talk" with their computers for a very good

reason—ASCII keyboards just do not hack kanji. It is probably a

mistake for the artificial intelligence community to divert a lot of

their limited brain power to solving a problem for the Japanese, but

some of them seem to be taking the "fifth generation" quite seriously.

When natural language replaces LISP for describing the logic (decision

rules) in expert systems, we will know the language problem has finally

been solved, but you can bet there will be a lot of words in the

vocabulary which are not there today, and "open paren" and "close

paren" will be the most natural abbreviation in the dialog between man

and machine. Who will be kidding whom (man or machine)?

In fact, I shall here modestly propose the Tim Tyler Test (T3) for

determining when natural languages will replace programming

languages and when the full promise of artificial Intelligence will have

been fulfilled. The test Is named for an obscure critic of all computer

languages which have been developed since APL. The test states that
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when it is possible for a human being to dictate his/her job description

into a computer and the output becomes an expert system which

replaces the job he/she has described, he/she will not care whether the

dialog occurs with a computer or a human being. While this test makes

the Turing Test somewhat superfluous, it is our opinion that much

research in artificial intelligence would remain even if T3 were met. It

is for that reason that it is recommended that "knowledge engineers"

bootstrap their efforts and describe fully what they are doing so that

theirs can be the first profession to be eliminated, thus freeing them to

consider the more fundamental philosophical questions of Al while

providing computers with a general purpose expert systems generator

which could immediately start replacing jobs at a lively clip.

Enough of that; within a week after the publication of this report, a

new company named Virtual Artificial Intelligence will probably

announce SUPER SHELL with the Knowledge Engineer Expert

Subsystem (SS/KEES) and be looking for venture capital to solve the

productivity problem once and for all. Who knows, it might be the best

idea anyone has come up with in a long time—kill knowledge engi-

neering in the cradle, and you will never have the problems we have

with programming today.

• INPUT is not negative about the efforts which are going on in Al and expert

systems. There is a great need for such tools if we are to have any hope of

identifying meaningful information and knowledge among the massive amounts

of data which are becoming available on computer/communications networks,

and the massive amounts of information which are being generated at the

human/machine dyad.
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E. THE DATA/INFORMATION/KNOWLEDGE MODEL

• Despite changes of terminology, the major efforts of the past have been to

install computer systems and process data. The emphasis of our tools and our

systems has been on data capture, data management, and reporting and

display of information. It is seldom that the data processing (or information

systems) departments have truly concerned themselves with the flow of

information in manual systems or between human beings. Only recently has

there been any mention of knowledge, much less any concern for how it can be

represented in computer systems. More importantly, there has been little

concern (much less understanding) of the interplay of data, information, and

knowledge.

• The future directions which have been outlined above dictate that emphasis of

computer/communications systems must shift away from the data proces-

sing/data base orientation which has categorized applications systems

development to this point in time. Instead of concentrating on telling

computers what to do and how data should be structured and accessed, the

emphasis must be on the flow of information and the capture of knowledge.

Data processing personnel have been looking at the world through a micro-

scope, and they need to refocus and use a telescope (see Exhibit V-2).

• There is a logical sequence to the refocusing of the development process

which is dictated by technology.

The first thing which must be considered is the flow of data among

computer systems. This is not to be confused with the current

emphasis on "connectivity" which is merely the technical connection of

diverse computer systems. It is concerned with the distribution of

processing and data over the network. Specifically, it is concerned

with the quality of data which moves between systems, and when data

are combined with programs, the interchange between computers can
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EXHIBIT V-2

THE DATA/INFORMATION/KNOWLEDGE MODEL
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be considered information. This is a refinennent of the simple defini-

tions of data information and knowledge which were presented earlier

in this report.

The second thing which must be considered is what happens to the

paper information which is currently being produced by both computer

and manual systems. How does it flow? What is its content? What is

its quality? What is its value? How can this information base be

managed? Productivity must be measured based on answers to these

questions and not the ability to produce paper documents more rapidly

and/or more cheaply.

The third thing which must be considered is how the communication of

information and knowledge between and among humans can be

improved. It is assumed that electronic systems will be more cost-

effective than either paper or audio-visual communications, and the

technology to replace much interpersonal communications is now

becoming possible. The question once again becomes one of quality and

true impact on productivity in the broadest sense. Once again volume

of information is not a measure of its value. Some means of measuring

utility must be established; overwhelming a human with information

does not increase his knowledge or aid the decisionmaking process.

Finally, the interactions between information and knowledge must be

understood. What information is really needed by what individuals?

What knowledge resides in which human beings? How can knowledge be

extracted from the vast volumes of information which are becoming

available?

• Tools and aids to facilitate the control of information flow and its quality are

essential in this environment. In addition, the systems should provide for the

analysis of information flow in order to gain better understanding of the

intricate interplcy of information and knowledge. The identification and
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capture of knowledge from both human beings and information flow of the

artificial system are also essential.

This terminology is not meant to imply that major technological break-

throughs (such as natural language recognition) are required before

substantial progress can be made in these directions. Even good editing

facilities are based on knowledge that data should fall within certain

ranges, and the knowledge base can be enhanced by discovering that

those ranges are not, in fact, correct. Even an enhanced version of the

old data processing ploy of asking for reconfirmation that information

is still required can be of significant value when built into the

information flow.

The type of lADSs described earlier are coming into existence already

and are necessary for facilitating the flexible distribution of processing

and data over computer/communications networks.

Nearly three years ago, in Market Impacts of New Software

Productivity Techniques, INPUT outlined a set of tools which would be

needed because of the trend toward distributed systems development

(DSD). Those tools addressed precisely the type of environment which

is today being confirmed by both the recognition of the proper role of

minicomputers in the processing hierarchy and the availability of early

optical memory systems (CD ROM). Emerging IADS are well suited for

the development of those systems.

Also recommended in the 1984 productivity report was the need for the

integration of artificial intelligence and operations research tools; the

integration of expert systems with DBMSs was considered to be

obvious. The reduction in the amount of paper does not automatically

solve the problem of information overload; the problem is only

exacerbated on electronic systems. While we consider the development

of a general purpose "decision maker" to be unlikely in the foreseeable
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future, we believe that a generalized expert system for the screening,

classification, and "filing" of infornnation for individuals to be quite

possible.

With infornnation flow being monitored and expert systems becoming

knowledgeable of individuals interests and use of information, it is

probable that more understanding will be obtained about the interplay

between information and knowledge than will be accomplished either in

laboratories or within the narrow confines of specific expert system

domains.

F. THE USERS' VIEW OF FUTURE PRODUCTIVITY IMPROVEMENT

• Users were asked what they considered to be the most likely source of

improved productivity in the systems development process, and their

responses were classified in a matrix formed from INPUT'S productivity

hierarchy and performance systems categories. The results are presented in

Exhibit V-3.

Only three gave answers which fell in the commitment to quality

category, and two of those were general statements concerning the

need for systems developers to become more involved in the company's

business problems. The third was a reasonably well defined statement

of joint MIS/user project teams (work units) to ensure a quality system.

Five mentioned increased end-user involvement. These answers

demonstrated the continued trend toward the DSD environment, and

the emphasis was on prototyping. The split between the

human/machine dyad and the work unit was based on our best

judgement as to whether the respondent was simply interested in being

able to show rapid results (human/machine dyad) or was really

interested in forming a work unit with the end user.
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EXHIBIT V-3

FUTURE EXPECTATIONS

Performance
Level

Commitment
To Quality

End User
Involvement

Broadbased
Management

Effective
Personnel

Right
Tools

Hardware-
^oftwa rp

7

Human/
Machine
Dyad

2 12

Work
Unit

1 3 4 5

Institutional 2

Total 3 5 0 4 24

- 136 -

©1986 by INPUT. Reproduction Prohibited. INP



No users even mentioned nnanagennent support, nnuch less broadbased

management of the development process. This was rather disappoint-

ing since INPUT believes that the current productivity problem is

primarily one of project management rather than systems design and

programming. Nevertheless, it is probably understandable; it is rare to

find any systems manager who will really embrace the idea of a

planning process. The general attitude is always one of: ". . .if they

only would leave us alone, we would get the job done."

Four people mentioned that more good people would be the primary

way that productivity would be increased. While some put more

emphasis on quality than others, the primary concern was a proper

level of staffing for the development team. The staffing of develop-

ment efforts and the impact of bringing people in and/or turnover is an

interesting study in its own right. Generally speaking, there comes a

time in practically all projects where the loss of critical personnel can

impact beyond any reasonable hope of recovery. In fact, adding

additional personnel will have a negative impact.

Not surprisingly, the preponderance of responses (67%) fell in the right

tools category. However, there were surprises in the distribution and

content of the responses:

Seven of the respondents state that more hardware (upgraded

mainframes, PCs, connectivity, etc.) is improving systems

development productivity. There may be some cases where this

is true, but throwing more computer hardware at the problem

has not worked very well over the last 30 years.

Twelve of the respondents opted for conventional tools (4GLs

and DBMS) which are directed primarily at improving individual

productivity in implementing s/stems. It is to be hoped that this
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is so, but experience tells us that tools alone will not solve the

problem.

Five respondents mentioned more integrated approaches which

are aimed more at the work unit, such as CASE, design method-

ologies, and project management systems. None of the IADS,

mentioned above, received notice in our sample.

• Fundamentally, the solutions users are depending on have not changed

appreciably in the last three years. Perhaps that is why INPUT finds that

most of its conclusions remain essentially the same, only now we feel they

have been substantially reinforced by the changes which have occurred since

that time.
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VI CONCLUSIONS, STRATEGIC MARKET ANALYSIS, AND
RECOMMENDATIONS

A. CONCLUSIONS

• Just a few years ago, the systems development environment was closed and

relatively manageable. There was a great deal of emphasis on standards and

carefully designed systems which would run in the controlled environment of

large mainframes. It was fundamentally a one operating system, one DBMS,

one language environment for which major applications systems were being

developed. The central data processing department created both the applica-

tions development environment and the operating environment for the

resulting systems.

• Despite the availability of an ever-improving set of applications development

tools, aids and methodologies, productivity in the systems development

process has been identified as a continuing problem which has not been solved

to this day. The results of this study indicate that there remain a number of

users who are not yet employing the tools and aids which are available, and

there seems to be little correlation between the tools being employed and

their effectiveness as perceived by the development departments (or in

reduced backlog of applications development projects).

• This highly centralized, and somewhat comfortable, environment has been

changed by technological developments, major shifts in IBM's strategy, and

the advance of the productivity tools which permitted distribution of some
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applications development activities to end users. These events are briefly

summarized as follows:

The development of the personal computer destroyed the highly

centralized environment and made both distributed processing and

distributed systems development (DSD, as defined by INPUT)

inevitable.

IBM has gone from a single, mainstream systems software environment

(MVS and IMS) on large mainframes to a multiple operating systems and

DBMS strategy by giving VM and DB2 equal stature. In addition, after

years of resisting distributed processing (or at least having a highly

suspect strategy), IBM has been forced to face the "connectivity"

problem within its own house, and the 9370 announcement would seem

to represent IBM's preferred direction for distributed processing.

However, it adds additional complexity to the operating environment in

terms of systems software.

The DSD environment with information centers, prototyping, and PCs

has created a new world in which parts of applications (if only

reporting) are being written with new tools which are relatively

unfamiliar to the development function (4GLs and a host of PC tools).

With different tools being employed on different parts of an applica-

tions system and at different levels in the processing hierarchy (which

has multiple operating environments), substantial potential for

problems exist in terms of systems quality. Specifically, these

problems are:

Data base integrity and synchronization.

Privacy and security.

Conflicting information (reports) to management.

-140-

©1986 by INPUT. Reproduction Prohibited. INF



Increased entropy of data and information which could effec-

tively obscure audit trails and/or meaningful historical

information and knowledge.

Hardware/software performance degradation.

In addition to all of the above, we are on the verge of a major change

in media for information storage and communication (from paper to

electronic) which promises to have impacts which are more significant

and unpredictable than even the personal computer.

• There is no indication that end users can make any substantial contribution to

the design or development of the distributed systems which are called for by

the changing technological environment. Beyond report generation with word

processing systems and spreadsheet packages, most users need help with even

the most fundamental system concepts when they start using PC data base

systems, and when departmental processors (minicomputers) are installed

there is an immediate need for systems personnel (analysts, programmers, or

data base administrators). There is no indication from the case studies

supporting this research that the "bottom-up" design of applications systems

results in anything (other than perhaps report programs and/or formats) which

can ever be effectively integrated with other levels of the processing

hierarchy.

• INPUT concludes that the development of distributed applications systems

(and data bases) must be carefully designed and controlled if the quality of

information is to be maintained (much less improved). Since the computer

systems being developed are themselves productivity tools for the enterprise,

organization, or institution, it is necessary to measure the productivity of the

systems development function on a much broader basis than the ability to

generate large quantities of information rapidly. There are four levels of

performance wh?ch must be considered. Those performance levels, with

general conclusions, are as follows:
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Hardware/Software. The general tendency has been to throw computer

hardware/software at problenns with the belief that any computer-

based system improves productivity regardless of cost. This universal

assumption is not warranted, and events of recent years indicate that it

is beginning to be questioned. To the degree that our tools and systems

development approaches give low priority to hardware/software

performance, it is probable that they will come under increasingly

severe scrutiny.

Human/Machine Dyad. Most productivity improvement has been

directed toward this level because performance at this level is theoret-

ically more easy to measure. However, there is little substantiation

for any assumption that white collar productivity can be measured by

the volume of work produced, whether the output is "reports" or

computer code.

Work Unit. Except for the routine processing of paper documents (in

which case the office resembles a factory and can be automated), the

product of offices is communications to support business planning,

control, and decisionmaking (even if that decision is which customer to

take to lunch). Once again, the effectiveness (productivity) of

communications cannot be determined by volume. More time spent in

meetings or on the telephone is no clearer an indication of productivity

than the volume of paper. Once again the quality of information being

communicated is the essential ingredient of true productivity.

Institutional. The promise of computer systems originally was to save

money (usually in clerical and accounting functions) and has since

shifted to "making money" through providing a competitive edge.

Supporting this competitive edge is the concept that information in

itself has value. All too frequently this has been interpreted to mean

quantity rather than quality. In addition, the assumption has been
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made that anything produced by computer is inherently more accurate

or of better quality than that produced by other means. There is very

little evidence that there is a strong correlation between the amount

invested in computerized systems and institutional performance.

Indeed, there is every indication that knowledge (people) is substanti-

ally more important than information in institutional performance.

• For the above reasons, INPUT has emphasized that commitment to quality is

the most important foundation for improved productivity in the systems

development process. This means that the IS function must concern itself

with the overall flow of information within the organization and not just with

the mechanics of producing information from computers. In 1984 (Market

Impact of New Software Productivity Techniques) , INPUT outlined the

following set of tools and aids necessary to address the quality of information

flow:

An information base management system.

A document control system.

A data flow monitor.

Improved security, protection, and privacy systems.

The appropriate use of the tools of both operations research and

artificial intelligence.

• Events since that time confirm the need for these systems, and it is INPUT'S

belief that a substantial business opportunity exists for the development of

such systems for those who understand the systems development and operating

environments which exist today and the directions in which those

environments are headed.
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It is INPUT'S opinion that IBM will continue to control the essential network,

operating systems, and data base environments which exist in the processing

hierarchy. Users concerned with the development of applications systems

which are distributed over that processing hierarchy must maintain flexibility

in order to minimize potential impacts as IBM's systems software strategy

evolves and in order to take advantage of specific technological advances

which IBM does not support at particular points in time. For these reasons,

the integrated applications development system (IADS) described briefly in

the body of this report is deemed to be a most pressing requirement for the

applications development center.

It is also concluded that optica! memories will afford an entirely new level of

cost justification based on reduction of paper flow. The tools needed to take

advantage of this new technology will be more closely related to the library

and the fileroom than they are to the data base, but the integration of tools

with existing data base management facilities is an obvious requirement.

The emphasis of information systems has been on data base systems which

facilitate the capture, structuring, storage, and easy accessibility of data.

Impressive tools have been, and are being, developed for these purposes.

However, with the shift from paper to electronic media, the enormous

amounts of on-line data and information will see a dramatic shift in the

requirements for end-user productivity tools. These requirements will

emphasize the need for analysis, classification, screening, and communication

of information and knowledge on a highly personalized basis. In other words,

tools are needed for individuals, work units, and organizations to better

manage the product of our current efforts at productivity improvement.

While these "information management" tools could benefit from inany

of the concepts of artificial intelligence, it is not necessary to wait for

all of the critical problems of artificial intelligence to be solved before

useful systems can be developed. Indeed, such systems are the logical

extension of the quality assurance systems which were outlined above.
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The impact of such intelligent, personalized tools on applications

developnnent will also be favorable because the user will be able to

better manage his changing requirements himself. Information will be

handled in larger bundles (file folders, archived reports, books, and

periodicals), since information can be scanned by the intelligent aids

and browsed through by the individual rather than having to be precise

about "data requirements" and/or having massive amounts of paper

arrive at the workstation.

The concept of intelligent documents has recently surfaced, and while

the terminology will probably be as misused as most of our other

buzzwords, it is an apt term for the product of the types of quality

assurance and intelligent tools which INPUT feels are required.

Essentially, any intelligent document should be able to explain its

origin (data, programs, and people who created it) and its quality

(limitations and strengths), and it should have the ability to personalize

itself for the individual who has requested or received it, screening out

certain information of no value, and appending (or referencing)

information of possible interest.

• In summary, the primary user requirements are no longer for tools to produce

information, they are for tools to make intelligent use of information in

improving performance at all four levels of the productivity hierarchy—

hardware/software, human/machine dyad, work unit, and institutional.

B. STRATEGIC MARKET ANALYSIS

• INPUT forecasts for applications development tools have been substantially

reduced from those which were made in 1985. Last year, it was forecast that

the total market in 1990 would be $10.3 billion, and that number has been
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reduced to $6.1 billion in this year's forecast. Last year's forecasts were

qualified by INPUT in two nnajor ways:

It was pointed out that in the nnajor market of DBMS, IBM was intent

on nnaintaining and extending its nnarket share in the face of what most

analysts considered to be substantia! erosion. When concluding that

INPUT did not believe IBM would tolerate decreasing market share, it

was pointed out that IBM's objectives for systems software (SNA,

operating systems, and DBMSs) was to maintain account control and

that IBM received the benefit of hardware sales associated with its

software, permitting it to price very aggressively if this was deemed

necessary. Last year it was considered necessary. In order to

introduce DB2 as part of its dual data base strategy (and as the

keystone of its distributed data base strategy), IBM pursued an aggres-

sive pricing strategy which severely impacted its mainframe DBMS

competitors. This aggressive pricing combined with the continuing

softness in the hardware market also impacted the total market and

associated forecasts for applications development tools.

The other point made concerning last year's forecasts was that unless

the quality issues identified by INPUT were addressed, the large

potential market for applications development tools would not

materialize. This was felt to be true because it was our belief that the

very quality problems which were identified with the DSD environment

would cause a reappraisal of direction on the part of many users. It is

our belief that this is what has occurred—management is looking for

tangible results before investing in new tools. Case studies I, 2, and 3

all indicate such reappraisals are going on.

• However, this does not change the fact that forecasting of software markets

is an extremely soft science. Our technological projections have proved quite

accurate over the years, but software is a much more complex issue as we are

sure any vendor will attest. INPUT has had many internal discussions
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concerning ways to improve such forecasting, and it is our belief that substan-

tial improvements can be made at a cost. The question then becomes how

much value our clients would place on improved software forecasts, and that

Is something we will be discussing with you as the year goes on.

• The overall market for applications development tools in 1991 is forecast to

be $7.4 billion, up from $2.9 billion in 1986. Exhibit Vl-I breaks the 1991

forecast down into categories which are described as follows;

The DBMS category includes all applications development systems

which are primarily DBMS-based. They may include higher level

languages of various types and may have all the tools necessary for a

full IADS except the ability to have other DBMSs as target operating

environments.

The FGL category includes applications development tools which are

primarily language-based. Starting with today's languages, FGLs are

fourth, fifth, and future generation languages and include future expert

systems incorporating either specialized or natural languages. (This

category does not include the bundled hardware/software Al systems.)

The "Other" category includes integrated applications development

systems (IADS), the types of quality control systems outlined In this

report, and the more specialized intelligent tools which will be required

in the communications-oriented environment which has been described

in this report.

• It has been INPUT'S practice to forecast both total and effective markets for

applications development tools. The effective market is that which is left

after IBM's share of the market is subtracted. Exhibit VI-2 breaks the

effective 1991 markets in this manner.
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EXHIBIT VI-1

ADT FORECAST, 1991

($ Billions)

Total: $7.4 Billion
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EXHIBIT VI-2

EFFECTIVE MARKETS, 1991

($ Billions)

DBMS
FGL

$4.4
$1.7

Effective Market
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The IBM strategy to maintain effective control of data base distribu-

tion over the processing hierarchy is innportant enough for thenn to be

extremely competitive at not only the mainframe level, but at the

minicomputer (departmental processor) and workstation levels as

well. As IBM's strategy unfolds, both connectivity and pricing of

DBMSs at those levels will be used as competitive weapons. It is

probable that IBM will maintain its lion's share of the DBMS market,

but that still leaves a relatively healthy $1.8 billion for other

competitors.

Since IBM's basic strategy during the remainder of the 1980s is essen-

tially DBMS-oriented, most of its applications development tools will

be built on that base. This leaves a relatively larger effective market

for FGLs and expert systems (69% of the total FGL market compared

to only 40% as an effective market for DBMSs).

IBM is not considered to be a factor in the "Other" category of applica-

tions development tools, primarily because the types of tools antici-

pated in this area will normally be developed by IBM as extensions to

existing systems software (SNA, operating systems, and DBMSs), and

such systems as CSP are not considered to fall within this category.

That leaves the entire market for "Other" ADTs as an "effective"

market for other competitors.

• The competition for the effective market for applications development tools

was described in some detail in Market Analysis: Applications Development

Tools, INPUT, 1985, and will not be repeated here. The top 9 or 1 0 vendors

tend to control more than 50% of the effective market and the projected

market shares for the total ADT market for 1991 demonstrates quite clearly

the distinct trilateral nature of the competition (see Exhibit VI-3).

IBM's strategy in the ADT market has already been discussed. Produc-

tivity in systems development is a concern of IBM primarily as it
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EXHIBIT VI-3

MARKET SHARE, 1991

($ Billions)

Total: $7.4 Billion
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relates to increased hardware sales. Therefore, it can be assumed that

the primary design point of IBM ADTs is not hardware/software

performance. This leaves a major market opportunity for competitors

which runs across all ADTs.

The top-tier competitors in the effective market are those companies

which master the considerable challenge of growing software firms

which can remain competitive as they grow past the $100 million

level. The development, enhancement, maintenance, and marketing of

ADTs in large organizations exhibits all of the worst problems of

productivity in the systems development process itself. Companies

which exhibit the ability to manage top-tier companies in the ADT

market have valuable knowledge and skills which go beyond the tools

they are selling, and the ones who succeed in remaining in this elite

circle into the 1990s will be those which exploit their knowledge and

skills in the marketplace.

There is still room for the hundreds of smaller companies which

surface, bloom, and disappear by either failing, merging, or being

absorbed into the top tier of competitors. A great deal of the

innovation in productivity tools will continue to come from such

companies. However, regardless of product quality, the need for

strategic mass will become increasingly important in order to succeed

and the types of tools required will become increasingly complex and

more costly to bring to market. However, it is probable that the small,

highly skilled project team will continue to be able to produce a new,

innovative product at less than one-tenth the cost of a top-tier

company, and single individuals will be able to "author" pieces of

software which would represent major problems for a larger organiza-

tion. All claims to the contrary, innovative software development has

remained an art.
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• It is INPUT'S opinion that the successful, larger firnns in the ADT market will

be those which approach potential customers on the following basis:

There will be emphasis on the benefits to be derived from systems

which improve productivity at the four performance levels which have

been outlined by INPUT. In other words, the successful vendors will

understand and emphasize quality systems for the customer's particular

needs.

The successful companies will capitalize on their skills and knowledge

in the successful implementation and management of software produc-

tivity improvement programs within their own companies. A plan for

improved software productivity will be the most important product the

successful companies will offer.

The complete set of tools and aids to implement the productivity

improvement plan will be made available to the client, either through

direct sale of the vendors products or through recommended products

of others.

In other words, the larger firms will become more service-oriented in

terms of consulting, planning, and training for productivity improve-

ment rather than being oriented toward a specific product (even if it is

their own). Increasingly flexible, symbiotic relationships between top-

tier companies and the smaller vendors will become both necessary and

desirable. The large companies' experience in making the "make, buy,

market" types of decisions then becomes a marketable skill in dealing

with its clients who are confronted with many of the same decisions.

• The successful smaller companies will be those which recognize the limits of

growth inherent in innovative software development and opt to establish

corporate goals associated more closely with quality and profitability than

with volume. The day of the runaway best sellers of the personal computer
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business may be over, but there are ample opportunities for small companies

with good anticipation of user requirements, especially during the shift from

paper to electronic media.

C. RECOMMENDATIONS

• The development of applications development tools is no different from the

development of any other application in terms of the problems associated with

productivity improvement. Therefore, INPUT recommends the same ordered

approach to productivity improvement to ADT vendors that we recommend in

any software development project.

First, there is commitment to quality. It is important that productivity

tools being developed address the requirements of the customers. It

has been clearly stated that users must be concerned about developing

systems which address performance at four levels. Developers of ADTs

must recognize these requirements for quality in both the use of their

tools and in the applications which will be produced using their tools;

Performance at the hardware/software level must be considered

for both the use of the tool itself and in the applications which

are produced and, in addition, customers should be given some

understanding of this performance.

Performance at the human/machine dyad requires that careful

consideration be given to both sides of the dyad for there are

complex tradeoffs between function and ease of use which vary

substantially based on the capability of the individual. These

individual differences must recognized and accommodated in

high-quality tools.
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Performance at the work unit level requires ADTs which address

the problenns of communication, interfacing, project control,

integration, and documentation which are inherent within

software development project teams.

Performance at the institutional level requires emphasis on the

quality and use of the information produced by the resulting

application, and attention to the impact of the ADTs on

information quality and use.

Proceeding up the productivity pyramid, developers of ADTs must have

end-user involvement also. Essentially, this means that tools must be

designed for use in the real world for real problems. All too frequently

as systems people, we have attempted to apply yesterday's (or even

tomorrow's) solutions to today's problems with less than satisfactory

results. The purpose of this report has been to define user require-

ments in terms of broad technological and environmental directions.

Specific end-user research is essential in the development of a high-

quality, marketable product.

Broadbased management of the development of ADTs includes

management for technical excellence (based on the above considera-

tions), concurrent development of an approved marketing program, and

careful attention to an effective installation and service plan.

Effective personnel in the development team should include people who

have worked in the target environments for the ADTs. At the time the

first COBOL compiler was being developed for the System/360, the

project leader not only did not have anyone who had ever developed a

COBOL compiler, but no member of his project team had ever written

a program in COBOL; this is not the way to develop a high-quality

product. Today, having mainframe tools developed by PC experts or

PC tools developed by mainframe experts can lead to severe complica-

tions regardless of the specific abilities of the people involved.
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Selection of the right tools can be compronnised for vendors, for it is

recommended that the ADTs themselves be used internally to the

greatest extent possible (for both systems and applications develop-

ment). While the capabilities of specific tools may be stretched in such

use, there is no better way to identify limitations and areas needing

enhancement. Failure to make effective internal use of tools and aids

can present some credibility problems.

All of the above is designed by equipment vendors of ADTs to better address

the broader aspects of productivity improvement with their client base. The

growth of the ADT market is dependent on broadening the market to include

productivity consulting and planning, and those who wish to compete and

succeed in the market must be prepared to provide these services at some

level.

The major and most pressing user requirement which has been identified is the

necessity to develop applications systems which can and will be distributed

over the computer/communications network hierarchy as it evolves. This

evolution is effectively controlled by IBM but is clearly a multi-operating

system, multi-data base environment which will require great flexibility over

the applications systems life cycle. INPUT feels that an IADS designed to

operate under VM (for possible future migration from mainframe to 9370

development work unit to development workstation) with flexibility in terms

of target operating environments, DBMSs, and languages would be especially

well received by a broad segment of the market. In fact, it is probable that

even IBM would welcome such a system.

Not only is this a user requirement, but it seems to us that it is a vendor

requirement as well. With such a tool, the quality assurance systems that

INPUT has recommended in the past could be more expeditiously and

economically implemented. It remains INPUT'S opinion that such systems are

essential to maintain data, information, and knowledge quality in the DSD
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environment, and they are the first and necessary step toward shifting

emphasis away from central data bases and toward information flow and the

production of intelligent documents which will assist in their own use.

• It is not too early to start focusing attention on the intelligent input, output,

and scanning systems which will make the increased quantities of information

which are becoming available more useful. Anyone who has used a public

computer services network has found it desirable to download batches of

information rather than browse through them on-line, and simple scanning of

the documents is possible with some of the more sophisticated document

checkers. However, with only modest applications of expert systems

concepts, it would seem possible to build intelligent "readers" of voluminous

files and extract information of interest to particular individuals (or artificial

systems such as data and knowledge bases) based on their stated interests and

on interest patterns observed by the system. For lack of a better term, let's

call them intelligent information analysis and reduction systems. The need

will become all too apparent when information begins to be distributed over

high-speed communications networks and on optical disks.

• In summary, it is important to recognize the limitations of our current tools

to solve the problems that are anticipated with distributed data bases and

vastly increased quantities of both paper and electronic information. As an

industry, we need to address the potential problems of the "information age"

we have all promoted and are helping to implement.
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